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ABSTRACT
This Account describes recent work in the development and
applications of sol–gel sensors for concentrated strong acids and
bases and metal ions. The use of sol–gel films doped with organic
indicators for the optical sensing of concentrated strong acids (HCl,
1–10 M) and bases (NaOH, 1–10 M) has been explored, and the
development of dual optical sensor approaches for ternary systems
(HCl–salt–H2O and NaOH–alcohol–H2O) to give acid and salt, as
well as base and alcohol, concentrations is discussed. The prepara-
tion of transparent, ligand-grafted sol–gel monoliths is also de-
scribed, and their use in the analysis of both metal cations (Cu2+)
and metal anions [Cr(VI)] is presented. A new model using both
metal ion diffusion and immobilization by the ligands in such
monoliths has been developed to give metal concentrations using
the optical monolith sensors. In addition to optical sensing, a
method utilizing ligand-grafted sol–gel films for analyte precon-
centration in the electrochemical determination of Cr(VI) has been
explored and is discussed.


1. Introduction
First reported some 150 years ago, the sol–gel process
refers to a multitude of reactions using alkoxide precursors
to prepare solid products such as glasses and ceramic
oxides.1–3 In this process, an alkoxide precursor, such as
Si(OR)4, is hydrolyzed. The resulting silanols undergo
condensation to form a cross-linked inorganic matrix and
a three-dimensional porous glass. These sol–gel reactions,
summarized in Scheme 1, are profoundly affected by
many factors, such as the size of the alkoxide ligand,


solution pH, types and concentrations of solvents, tem-
perature, and catalysts.1–5 By carefully tailoring these
variables, sol–gel materials have been produced for nu-
merous applications, including electronics, optics, separa-
tion technology, catalysis, and sensing.1,6


There are many properties of sol–gels that make them
particularly attractive for sensing applications. Sol–gels are
compatible with numerous chemical agents, making pos-
sible the incorporation of sensing elements onto sol–gel
substrates. Since little or no heating is required during
the sol–gel process, thermally sensitive organic molecules
have been encapsulated within the gel interiors.7 This
encapsulation is usually accomplished using either doping
or grafting processes to give organofunctional sol–gel
materials. Doping involves the physical entrapment of a
reagent inside the substrate, while grafting involves the
anchoring of a reagent through covalent bonding.7–9


Doping techniques are simple and applicable to many
organic compounds, but the pore size must be carefully
tailored because dopant leaching is often a problem.
Grafting techniques yield highly reproducible, stable
products, but the overall process can be tedious. The
reagents need to contain a –Si(OR)3 group, and this limits
the selection of reagents suitable for the grafting processes.
The porous nature of sol–gels allows for the delivery of
analytes to the encapsulated reagent, resulting in the
interactions required for sensing applications. Sol–gels
have found particular use in optical sensing, because they
are transparent in the visible region.10 Such sensors have
been developed for monitoring pH,2,4,8,11–13 metal ions,14,15


and a variety of other analytes.16 Sol–gels have also been
used in electrochemical17–21 and spectroelectrochemical22


sensing applications. The depth and breadth with which
sol–gels have been used in chemical sensing expands over
a large area.3,6,9,10,16a,16b,16c,16d,20


In this Account, we present research involving new
sol–gel approaches to inorganic sensing. Trained as an
inorganic/organometallic chemist, one of the authors
(Z.X.) started his independent academic career in 1992 by
studying synthetic and mechanistic chemistry of metal–Si-
bonded complexes.23 The Measurement and Control
Engineering Center at the University of Tennessee and its
member companies were interested in developing on-line
sensors for concentrated strong acids (e.g., 1–11 M HCl)
and bases (1–10 M NaOH). We investigated SiO2-based
optical sensors for these widely used inorganic chemicals
and thus started our research in sol–gel chemistry. Strong
acids and bases are often used in the presence of other
chemicals such as salts and mixed solvents in industry.
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Scheme 1. A Summary of the Basic Sol–Gel Reactions
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The ionic strength of these solutions contributes signifi-
cantly to sensor response. We subsequently investigated
dual sol–gel sensor approaches to ternary systems. Our
more recent studies include metal ion sensing by monolith
optical sensors and sol–gel-based electrochemical pro-
cesses. Our work in the development of new inorganic
sensing methods is described. We hope this research
demonstrates the unique ways in which sol–gels are
employed for a multidisciplinary approach to inorganic
sensing.


2. Optical Sensors for Concentrated Strong
Acids and Bases
Concentrated strong acids and bases, such as HCl and
NaOH, are among the largest volume chemicals manu-
factured in the world and are widely used in many
industrial processes such as the production of paper and
pulp, soap and detergents, oil, and textiles.24,25 Few rapid,
reliable methods have been developed, however, for their
on-line determination, although many pH sensors have
been developed. In our recent work, optical sensors have
been developed for high-acidity ([H+] ) 1–11 M) and high-
basicity ([OH-] ) 1–10 M) measurements.2 The technique
of doping indicators in sol–gel thin films had been
successfully used to make pH sensors (usually for the pH
3–12 range).5,8,10b The acid or base concentrations here
are, however, outside the normal pH range of 1–14. The
development of the sensors relies on the following: (1)
selection of stable acid and base indicators with equilibria
in the acidity and basicity ranges; (2) preparation of
indicator-doped sol–gel matrices that resist acid or base
attack in the highly corrosive acid and basic environments—
this was especially challenging in 1–10 M NaOH solutions;
(3) control of pore sizes so that the indicator molecules
do not leach out while allowing quick H+ and OH-


diffusion through the sensor films to yield fast responses
(1 and 5 s for acid and base sensors, respectively), a key
to the success of the sensors. Once the thin-film sensors
were prepared, these doped indicators gave responses
related to acid and base concentrations and were moni-
tored using visible spectroscopy. The sensor films were
kept dry until use.


Several dyes were doped in sol–gel films as acid
sensors. Bromocresol purple (BCP) was chosen first as an
indicator due to its high stability in concentrated HCl and
its resistivity to oxidation.26 This dye was mixed with
Si(OMe)4 in a solution of H2O, MeOH, and cetyltrimethyl-
ammonium bromide (CTAB) containing HCl as catalyst
and was coated onto a glass surface to give a thin film of
2.7(0.4) µm thickness. Acid and base catalysts were found
to give sensor films of different morphologies and proper-
ties. Scanning Electron Microscopy (SEM) images revealed
that base-catalyzed hydrolysis produced condensed par-
ticulate sols, while acid-catalyzed hydrolysis gave more
branched polymeric sols. Figure 1 shows spectra for a
BCP-doped sensor film in HCl solutions that give a
nonlinear calibration plot. Figure 2 demonstrates the
reversibility of these acid sensors. One BCP acid sensor


was placed in 6 M HCl for 9 months except during tests
every 2 weeks in 0, 2, 6, and 10 M HCl in both the
incremental and decremental directions. A standard de-
viation of 2% was observed with one initial calibration,
showing that the sensor was robust and durable. Recently,
Shamsipur,12a Wang12b and co-workers have also reported
high-acidity determination using indicator-doped sol–gels.


The isoelectric point of silica sol–gel is close to pH 2.2a


Thus, the sensor is vastly protonated in 1–11 M HCl. The
diffusion of hydronium ions through the positively charged
sol–gel surface during our acidity measurements is slower
than that through a neutral sol–gel surface, possibly
contributing to the reduction in response time.


The process to form base sensors is similar to that used
to prepare the acid sensors, with a few notable differences.
First, there are fewer indicator dyes with an appropriate
pKa (13–18) and chemical stability to OH- attack and
oxidation by air. Secondly, SiO2/ZrO2-polymer composites
were used as sensor materials to give films of 4.1(0.4) µm


FIGURE 1. Typical transmission spectra of a BCP-doped sensor film
in HCl solutions.


FIGURE 2. Response reversibility of a BCP-doped sensor film. The
averages of the response in the range of 546–550 nm are shown.
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thickness. SiO2 itself is consumed in concentrated base.
SiO2/MO2 was found to be stable in highly caustic
media,27 and SiO2/ZrO2 showed the best performance as
a sensor support. In addition, polymers were incorporated,
poly(styrene methyl methacrylate) (PSMMA) to enhance
the film strength and reduce indicator leaching, and ionic
Nafion to enhance OH- diffusion and sensor response.
Without Nafion, SiO2/ZrO2 films showed response times
of several hours. The response times dropped to 50 s for
SiO2/ZrO2–PSMMA films, 15 s for SiO2/ZrO2–Nafion–
PSMMA films, and 5 s for SiO2/ZrO2–Nafion films. A large
organic polymer content (>80 wt % of the precursors),
however, resulted in less transparent films that peeled off
easily. Brunauer–Emmett–Teller (BET) analyses of bulk
SiO2/ZrO2 showed an average pore size of ca. 40 Å with a
surface area of ca. 310 m2/g. The responses of the base
sensors in 1–10 M NaOH are similar to those of acid
sensors (Figures 1 and 2). A 30-day durability test, during
which the sensors were kept in 4 M NaOH except when
they were exposed to 8 M NaOH for measurements,
showed a standard deviation of <4%.2b


Hysteresis of the sensors and its contributions to the
error of measurement, a critical factor in many optical
sensors, were also investigated.2c,13b The analyte diffusion
process can have a profound effect on the reversibility of
the sensing scheme. When a sensor is placed in an analyte
solution, a concentration gradient develops and the
transport of the analyte through the sensor is controlled
by this gradient. If the analyte concentration in the exterior
solution is larger than that inside the sensor, a positive
concentration gradient is established and the analyte
diffuses into the sensor. Conversely, if the concentration
in the exterior solution is smaller than that inside the
sensor, a negative gradient develops, and the analyte
diffuses out of the sensor. Figure 3 shows the responses
of a base sensor under negative and positive NaOH
gradients. The absorbencies under a negative gradient
were larger than those at the same concentrations under
a positive gradient. This small but observable hysteresis
indicates that when the external base concentration is
decreased, it takes longer for the OH- ions to diffuse out
of the films. These diffusion rate differences likely reflect
the ability of the solution to transfer OH- to and from


the sensor support. However, by carefully controlling the
composition of these acid and base sensors, one can keep
hysteresis to a minimum.


3. Dual-Sensor Approaches to Ternary
Systems
Concentrated strong acids and bases are commonly used
in industry in the presence of other chemicals such as salts
in acidic pickling solutions and aqueous–organic mixed
solvents in basic pulp bleaching processes.24,25 The ad-
dition of these species results in large changes in ionic
strength of the solutions. For optical sensors using indica-
tor equilibria as the transducing mechanism, responses
are greatly affected by these changes, shifting the indicator
equilibrium. In other words, both the acid and salt
contribute to the sensor response in an acid–salt–water
ternary solution, and the indicator absorbance, A, is an
unknown function of the two variables, concentrations of
the acid (Cacid) and salt (Csalt). A similar case was observed
for base in mixed water–alcohol solutions. The salt and
alcohol contributions lead to large analytical errors,
sometimes as large as 99%. After the sensors for concen-
trated acids and bases had been developed, we focused
our attention on new dual-sensor approaches for measur-
ing Cacid and Csalt in salt-containing acidic solutions,11 as
well as Cbase and Calcohol concentrations in basic mixed
solvent systems.13


In the acid sensor studies, LiCl, CaCl2, and AlCl3 were
used to give solutions of varying ionic strength. By
monitoring the absorbances, A and A0, of two independent
transducers in salt-containing and salt-free acidic solu-
tions, respectively, it was found that the slope of A vs Csalt


at a given acid concentration, (∂A/∂Csalt)Cacid
, is propor-


tional to the respective tangent of the A0 vs Cacid plot for
a salt-free acid solution, (dA0/dCacid)Csalt)0


(eq 1). Figure 4
demonstrates this relationship.


(�A ⁄ �Csalt)Cacid
� �(dA0 ⁄ dCacid)Csalt�0


(1)


From this relationship, the Cacid and Csalt contributions
were resolved for each of the two transducers (indicators).


FIGURE 3. Hysteresis profile of a thiazole yellow GGM sensor (ZrO2/
SiO2–PSMMA film) in NaOH solutions.


FIGURE 4. Responses of a BCP-doped sensor in CaCl2–HCl solutions.


Organofunctional Sol–Gel Materials Carrington and Xue


VOL. 40, NO. 5, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 345







In other words, this relationship led to two independent
analytical functions, A1 ) f1(Cacid,Csalt) and A2 )
f2(Cacid,Csalt), for the two transducers and, through further
work, two independent equations in eqs 2 and 3 contain-
ing the two variables (Cacid and Csalt).11a Two separate
measurements with the two transducers then determined
Cacid and Csalt of the salt-containing acid solution.


A1 � f1(Cacid) � �1 f 1
�(Cacid)Csalt (2)


A2 � f2(Cacid) � �2 f 2
�(Cacid)Csalt (3)


Using these equations from the dual transducer ap-
proach, errors in Cacid measurements dropped signifi-
cantly (24% to <2% for LiCl–HCl, 60% to <4% for
CaCl2–HCl, and 43% to <1% for AlCl3–HCl solutions).
Furthermore, this approach provided greater accuracy in
Csalt determination for more concentrated salt solutions.


A similar dual-transducer approach was carried out
involving the base sensors in which total sensor absor-
bance (A) was found to be a function of both base and
alcohol concentrations. A linear relationship (eq 4) was
obtained, resulting in the derivation of two independent
equations (eqs 5 and 6) when using two independent
transducers.


(�A ⁄ �Calcohol)Cbase
� dCbase � e (4)


A1 � c1 � a1 ln(Cbase � b1) � (e1 � d1Cbase)Calcohol (5)


A2 � c2 � a2 ln(Cbase � b2) � (e2 � d2Cbase)Calcohol (6)


Using this approach, Cbase and Calcohol could be deter-
mined, reducing errors in the Cbase determination in
mixed methanol and ethanol solutions from as much as
95% to <10% in most cases. Measurements in isopropanol
solutions gave larger errors than those in methanol and
ethanol, likely due to the lower polarity of isopropanol
relative to these other organic solvents studied.


4. Monolith Metal Ion Optical Sensors
Metal compounds constitute a large class of inorganic
species, and they are widely used in many industries.
Although there are several well-established, conventional
techniques for their determination, such as atomic ab-
sorption spectroscopy (AAS) and inductively coupled
plasma mass spectroscopy (ICP-MS), it is often necessary
to make field measurements that cannot be conducted
in a laboratory. The development of sensors to monitor
metal ion concentrations in both industrial and environ-
mental settings is an emerging and challenging field. Many
metal ion sensors that have been developed rely on
electrochemical methods for determination,28 although
some optical methods have been reported.15b After our
work in sol–gel thin films for concentrated strong acids
and bases, we turned our attention to metal ion sensing
using sol–gel monoliths.14


Monoliths are attractive for use in sensing applications
due to their highly porous nature and their longer sensor
path length than that in thin films. The pores allow the
grafting of bulky organic functional groups to the sol–gel
backbone, and reagent leaching is not expected since the


functional groups are chemically bound to the gel interior,
unlike the encapsulated dyes in the acid and base sensors.
Unlike organic dyes used in acid and base sensing, two
features of metal–ligand complexes limit their use in metal
ion sensing: (1) metal complexes usually have smaller
molar absorptivities than acid and base indicators, and a
thin film with a short sensor path length is thus usually
not suitable for metal ion sensing; (2) the overall equilibria
of complex formation (Mm+ + nL h MLn


m+) are usually
exclusively shifted to the complexes, and the equilibrium
and stability constants are thus exceedingly large. In the
case of Cu(NH2Et)4


2+, for example, K ) 3.2 × 1010. In
addition, the metal–ligand complexation reactions such
as those between Cu2+ and amines are normally very fast.
As a result, ligands are quickly saturated, making it difficult
to conduct quantitative analysis based on metal–ligand
complexation. In other words, the equilibria are in general
not sensitive to change in metal concentration. We
developed a two-prong approach to address these two
features that limit the use of metal–ligand complexation
in metal ion sensing: (1) monoliths as sensor materials
because they provide a longer sensor path length than thin
films, allowing for the detection of metal–ligand com-
plexes with small molar absorptivities; (2) a combination
of metal ion diffusion inside a monolith to the binding
sites and subsequent metal complexation with ligands
grafted on the monolith—A mathematical model has been
developed to characterize this process, giving quantitative
analyses of the metal ions.


The preparation of such crack-free, optically transpar-
ent sol–gel monoliths with mesosized pores was, however,
a difficult task.14b Scheme 2 illustrates the procedure in
the preparation of blank and amine imprint-grafted
monoliths. Blank monoliths were synthesized through the
hydrolysis of Si(OMe)4 in the presence of ethylene glycol,
a porogen. The use of ethylene glycol is an important
factor here, because it leads to mesopores in the gel. Once
the blank monoliths were formed, they were imprint-
grafted by immersion in solutions of Cu[H2N–(CH2)3–
Si(OMe)3]4


2+. This complex diffused into and was grafted
onto the monoliths, resulting in colorless supernatants
and blue, transparent gels. The monoliths were then
washed stepwise with pure, 75%, 50%, and 25% MeOH,


Scheme 2. Preparation of the blank and amine-grafted sol–gel
monoliths.
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and finally water. This gradual washing procedure helped
reduce surface tension and prevented gel cracking when
a monolith prepared in the organic solvent methanol was
then placed in water. Removing a monolith from metha-
nol and placing it directly in water often resulted in
cracking of the gel. Once the monoliths had been exposed
to water, the Cu2+ ions were then removed by washing
the gels in aqueous ethylenediamine tetraacetate (EDTA)
solutions, because EDTA has a higher binding affinity for
Cu2+ ions than the amine ligands in the monoliths.14a


When the gels again appeared colorless, they were washed
with water and allowed to age. Unlike the thin films
discussed in the previous sections, it was necessary that
these monoliths remain wet to prevent their cracking and
breaking. Such durable, transparent sol–gel monoliths are
rare.14b


BET measurements showed that the blank monoliths
were mesoporous (pore diameter of ca. 47 Å). SEM images
of the monoliths showed a packed network of spherical
particles, indicative of a base-catalyzed sol–gel process in
which colloidal silica clusters are initially formed and then
linked together through gelation. When the amine-func-
tionalized monoliths are exposed to an aqueous Cu2+


solution, they remove Cu2+ ions from solution, forming
blue Cu2+–amine complex(es).14a,14b


Using these amine-grafted monoliths for Cu2+ sensing,
we developed a new mathematical model for the diffusion
of an “unlimited” supply of Cu2+ ions and their subse-
quent immobilization in the monolith. This model unifies
two fundamental kinetic processes during the metal
sensing with the amine-grafted monoliths: (1) metal ion
diffusion to the binding sites; (2) metal–ligand (MLn)
complexation. Slow metal ion diffusion is followed by a
fast immobilization reaction with the ligands (especially
for Cu2+ and amines, for example, because they are known
to have large rate constants of reactions)29 to give a
complex(es). Inside the region where the ligands have
been saturated, the diffusion of the metal ions reaches a
steady state with a constant external Cu2+ concentration
(C0). Thus, if the complex(es) could be observed spectro-
scopically, the absorbance of the product, Ap, is described
in eq 7.


Ap � 2�2�p(L0C0Dt)1⁄2 (7)


where εp ) molar extinction coefficient of the complex,
L0 ) concentration of the ligands in the monolith, D )
diffusion constant of the metal ions inside the monolith,
and t ) time.14a


Following this mathematical model, the monolith was
housed in a Teflon cell and monitored by optical-fiber
visible spectroscopy as an aqueous CuCl2 solution was
pumped through. Absorbance (Ap) vs t1/2 plots for Cu2+


concentrations (200–800 mM) were linear (correlation
coefficient R ) 0.999), suggesting that the Cu2+ diffusion
and immobilization in the amine-functionalized mono-
liths occur by the model in eq 7. In addition, the Cu2+


diffusion constant D is similar to a reported value,14a


providing further evidence of the accuracy of the model.
This model may be used in other chemical sensors that


depend on slow analyte diffusion followed by fast im-
mobilizing reactions.


It should be pointed out that the quantitative deter-
mination of Cu2+ ions here using amine-functionalized
sol–gel monoliths relies on the formation of Cu2+–amine
complexes within the sol–gel matrix and the diffusion of
Cu2+ ions inside the monoliths. This represents one new
optical method of metal ion sensing. Of course, many
metal ions exist as positively charged cations, and they
form complexes with ligands that often have characteristic
UV–visible spectra. Thus, the new method here may be
potentially used in the sensing and quantification of other
metal cations. Another class of metal ions, especially those
at high oxidation states, exist as oxo anions. This class of
metal ions includes chromate (HCrO4


-, CrO4
2-), dichro-


mate Cr2O7
2-, permanganate MnO4


-, and polyoxometa-
lates. These oxo anions are in fact complexes between
metal cations and oxo ligands, and they often have unique
UV–visible spectra. The oxo ligands form a tight coordina-
tion sphere around the metal ions, making it difficult for
other ligands to bind to them. In other words, the method
that we developed for cationic metal ion (Cu2+) sensing
is not effective for anionic metal ions, and we thus recently
investigated a new approach for the sensing of anionic
metal ions.


Of particular interest to us is the sensing of Cr(VI)
chromate, because it is a suspected carcinogenic agent
and toxic pollutant even at trace levels. Several processes
had been reported for the quantification of Cr(VI) in
solution, including spectroscopic methods,15a mass-sensi-
tive devices,30 and electrochemical detection.31 We inves-
tigated the use of sol–gel monoliths for Cr(VI) quantifica-
tion at both the ppm and ppb levels. Pyridine-function-
alized monoliths for Cr(VI) sensing were prepared by a
method similar to that used in the preparation of amine-
functionalized sol–gel monoliths for Cu2+ sensing (Scheme
2).14c These monoliths rely on the Cr(VI) preconcentration
inside the gels due to the electrostatic interaction between
the positively-charged pyridinium groups in the monolith
and the negatively-charged Cr(VI) anions in solution. For
the ppm-level Cr(VI) solutions, the monoliths exhibit a
yellow color change characteristic of Cr(VI) uptake, and
this is measured by visible spectroscopy. Cr(VI) concen-
trations at the ppb level are below the detection limit by
the direct spectroscopic measurement. However, by ad-
dition of diphenylcarbazide [PhNH–NH–C(dO)–NH–NHPh],
a well-known reagent that reduces Cr(VI) to Cr(III) and
produces a magenta-colored complex,15a to monoliths
previously exposed to ppb-level Cr(VI) solutions, a distinct
color change occurs within the gels that is measured by
visible spectroscopy. With use of this method for Cr(VI)
determination, concentrations as low as 10 ppb could be
measured, and environmental samples spiked with Cr(VI)
could be accurately measured despite the presence of
intereferences.


Scheme 3 illustrates the overall cycle for the Cr(VI)
sensing process using these monoliths. The monolith
shown is either partially regenerated through exposure to
a NaOH solution or completely regenerated through
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exposure to diphenylcarbazide and HCl. Monoliths treated
in this manner were found to show reproducible Cr(VI)
uptake and sensing from cycle to cycle, making these
pyridine-functionalized sol–gels some of the only regen-
erable optical sensors capable of determining Cr(VI) at the
ppb level.


5. Sol–Gel-Based Electrochemistry
Our work described thus far involves optical sensing by
sol–gel materials. We recently studied sol–gels and elec-
trochemical sensing of metal ions.21 Many research groups
have conducted studies using sol–gel modified electrodes
for the enhanced determination of various analytes.16d,20


A majority of these techniques have used spin-coating to
deposit functionalized sol–gels on electrode surfaces.
Films formed in this manner are usually acid-catalyzed
and thus have a compact structure with low porosity. As
discussed previously, base-catalyzed sol–gels are usually
of higher porosity, a critical issue in many sol–gel sensing
applications. A promising method that has recently
emerged for the formation of sol–gel films of high porosity
is the electrodeposition of sol–gels at electrode surfaces.17–19


This technique relies on the application of a negative
potential to increase the pH at the electrode surface
through the generation of OH- ions, causing the immedi-
ate sol–gel condensation. The unique aspect of this
procedure is that gelation and drying proceed indepen-
dently of each other, allowing for the formation of films
with greater porosity.17


With this electrodeposition technique, a pyridine-
functionalized sol–gel film was deposited at the surface
of a glassy carbon electrode. When this modified electrode
was exposed to a Cr(VI)-containing solution, preconcen-
tration similar to that using the pyridine-functionalized
monoliths occurred; the positively-charged pyridinium
groups interacted with the negatively-charged Cr(VI)
anions. Square-wave voltammograms were used for the
analysis of varying Cr(VI) concentrations (Figure 5), and
a linear relationship between the peak current, generated
at the functionalized electrode by the Cr(VI) to Cr(III)
reduction and the Cr(VI) concentration in solution was


observed (R ) 0.996). Concentrations as low as 4.6 ppb
Cr(VI) could be determined, and the electrodes were found
to demonstrate a high selectivity and reproducibility.
Interference studies showed that a 105 excess of Cr(III)
could be tolerated with no adverse effects to the peak
current, and numerous other metal ions showed little or
no interference. This selectivity for Cr(VI) is not surprising,
because it is one of a few anionic metal species.


Development of such electrochemical and optical
Cr(VI) sensors was motivated in part by the determination
of chromium in biological fluids. Chromium at the +3
oxidation state is an essential trace element for mammals,
and there is a need for its determination in biological
samples.32 The detection limits provided by the sol–gel
Cr(VI) sensors described in this Account approach the
typical chromium concentration in blood. However, analy-
sis of biological chromium is not straightforward, because
chromium is bound to biological and organic species,
complicating its detection. Sample pretreatment is thus
needed to remove these species. We have recently used
the advanced oxidation process (AOP), a combination of
H2O2 and UV irradiation to generate •OH radicals, to
destroy organic matter in blood.32 This process also
oxidizes Cr(III) to Cr(VI) for subsequent electrochemical
analysis.32 Such a pretreatment procedure may also be
applied to other inorganic sensing applications where the
presence of ligands and organic matter may interfere with
the analysis.33


6. Conclusions and Outlook
The studies discussed in this Account have demonstrated
the versatility of sol–gels and the methods by which they
may be employed in sensing applications. With numerous
variables involved in the synthetic process, sol–gels can
be specifically tailored to meet a variety of needs. Through
the grafting and entrapping of organic molecules, these
substrates can be modified to show specificity for analytes
of interest. Such procedures can provide many types of
sol–gel sensing substrates, from doped thin films to
functionalized monoliths to electrodeposited coatings.
This versatility makes sol–gels especially attractive for use
in sensing applications. The design and preparation of


Scheme 3. Sensing cycle for the Cr(VI) monolith system. Reprinted
from ref 14c, Copyright 2007, with permission from Elsevier.


FIGURE 5. Square-wave voltammograms of various Cr(VI) solutions
collected at a pyridine-functionalized sol–gel electrode. Reprinted
from ref. 21a, Copyright 2006, with permission from Elsevier.
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new sol–gel precursors containing grafted inorganic/
organic functional groups would further broaden the
selection of sol–gel sensors and their applications.


Although this Account highlights sol–gel use in optical
and electrochemical sensors, their design and implemen-
tation is in no way limited to these sensing areas, since
they have found use in spectroelectrochemical and mass-
sensitive devices as well. In addition, sol–gel chemistry
extends well beyond sensing boundaries, with sol–gels
finding applications in separation techniques, catalysis,
and a host of other areas. With their versatility and ease
of functionality, it is certain that innovation in sol–gel
preparation and use will continue into the future.


We thank the National Science Foundation, National Institutes
of Health, and Measurement and Control Engineering Center for
financial support and our coworkers for their work reported in
this Account.
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ABSTRACT
Detailed analyses of the oxidative half-reactions of glucose oxidase
and soybean lipoxygenase provide insight into Nature’s solution
to the “trouble with oxygen”. Coupled with studies of other O2-
activating enzymes, two key features emerge. The first is the
predominance of a rate-limiting transfer of the first electron transfer
to O2, with subsequent electron and proton transfers occurring in
rapid steps. The second feature is the identification of non-metal
binding sites and channels for O2. These permit a controlled
reactivity of oxygen to generate the desired regio- and stereochem-
ical products, while minimizing deleterious side reactions.


Introduction
The evolution of multicellular, eukaryotic life forms on the
planet Earth is intimately linked to the great oxidation
event that occurred ca. 0.5 × 109 years ago, at which time
atmospheric O2 accumulated to levels close to its current
value of 20%.1 The stress on pre-existing organisms by the
rise in this “toxic” gas was, apparently, more than bal-
anced by the enormous energy available from the reduc-
tion of O2 to water via the oxygenic respiratory chain.


Although O2 can exist in two spin states, singlet and
triplet, the singlet state is sufficiently reactive with organic
material that it is rapidly depleted,2 leaving behind the
dominant, ground-state diradical of O2. This feature of
atmospheric O2 impacts both its relative kinetic inertness
and the necessity to activate O2 via a series of one-electron
transfer reactions. As illustrated in Scheme 1A, stepwise
electron transfer to O2 will first lead to superoxide ion,
followed by hydrogen peroxide, hydroxyl radical, and,
finally, 2 mol of water.3 With the exception of the first
electron transfer process, electron transfer is intimately
tied to proton transfers, and these reactions can be
formally viewed as proton-coupled electron transfer pro-
cesses. The emergence of aerobic life was linked to the
recruitment of transition metals for enzymatic catalysis
of O2 reactions, with such metals (dominantly copper and
iron) playing a role as both electron donor and Lewis


catalyst. As illustrated in Scheme 1B for the case of iron,4


the involvement of a metal center in O2 activation can
alter the nature of reactive oxygen intermediates, with the
consequence of the accumulation of species that have
longer lifetimes and more controlled reactivity than those
formed in the absence of a metal site.


The issue of controlled reactivity of reduced oxygen
intermediates is certain to underlie the evolutionary
success of aerobic life. In this Account, we address
whether there are any “rules” that have allowed oxygenic
cells to reductively activate O2 via free radical intermedi-
ates while evading extensive oxidative inactivation to
themselves. Some systems may solve this conundrum by
simply synthesizing high levels of replacement protein;
however, this is unlikely to be a general strategy for cellular
viability. While metal-containing systems may be expected
to have inherently greater control over their reactive
intermediates through the formation of discrete com-
plexes, a very large number of enzymes use organic
cofactors [e.g., flavins,5 pterins,6 and quinones7] as redox
catalysts in O2 activation. It is of considerable interest to
investigate the catalytic strategies used within these classes
of enzymatic reactions.


This laboratory has spent many years developing a set
of kinetic tools for investigating oxygen reactivity in
enzymes with the goals of understanding the rate-
determining steps in O2 activation and discerning any
basic principles that may govern such reactions. In
addition to the intellectual satisfaction that comes from
understanding how biological catalysts function, such
principles may be of great value in the design of new
oxidation catalysts and in enhancing the robustness of
existing O2-consuming systems.
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Scheme 1. The Oxidative Cycle, for the Four-Electron Reduction of
O2 to H2O, in the Absence (A) and Presence (B) of Iron.
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Glucose Oxidase as a Prototype for the
Catalytic Strategy of Non-metallo-oxidases
Glucose oxidase (GO) has been studied for many decades
by a variety of techniques that include X-ray crystal-
lography,8 NMR,9 electrochemistry,10 and steady-state and
pre-steady-state kinetics.11,12 The non-covalently bound
flavin adenine dinucleotide (FAD) cofactor of GO can be
exchanged with FAD analogs of varying reduction poten-
tials, allowing structure–reactivity correlations to be pur-
sued.13 GO is an exceptionally robust enzyme, facilitating
both basic mechanistic investigations and its application
to diagnostic kits (e.g., as a glucose sensor).14


As with virtually all flavin-dependent oxidases, the net
reaction catalyzed by GO can be broken down into two
half-reactions that describe first the oxidation of the
substrate, eq 1a and subsequently the reduction of O2 to
hydrogen peroxide, eq 1b:


E–Flox � S →E–Flred � P (1a)


E–Flred � O2 →E–Flox � H2O2 (1b)


where Flox and Flred represent the oxidized and reduced
forms of flavin and S and P represent glucose and
gluconolactone, respectively. The presence of two coupled,
but irreversible steps greatly facilitates the study of the
oxidative half-reaction in GO and related reactions. In
such instances, monitoring the reaction at low O2 con-
centrations leads to the rate parameter kcat/Km(O2), eq 1b,
which is independent of the reaction of the alternate
substrate with enzyme, eq 1a. This property of kcat/Km(O2),
which includes all steps from O2 binding up through the
first irreversible step of O2 chemistry, allows O2 reactivity
to be probed independent of rate-limiting steps that may
reside elsewhere in the reaction scheme.


The relationship of the bound FAD to active site
residues in GO is illustrated in Figure 1. In the course of
reduction by substrate via a hydride ion transfer to the
N-5 position of the FAD, the cofactor is converted to a
delocalized anion at the N-1 position. Although the pKa


at this position in the reduced flavin is near neutrality in
solution, the enzyme active site has perturbed the pKa,
such that the reduced flavin remains an anion down to
pH 5.9 This feature is certainly related to the fact that there
are two histidines in close proximity, His516 and His559,
that when protonated may be expected to lower the pKa


of the bound reduced flavin below the functional pH


range. Given the charged nature of the active site, it is
perhaps not surprising that O2 has never been demon-
strated to bind to the active site of active GO. Kinetic
investigations under single turnover conditions indicate
a second-order reaction between the O2 and reduced
enzyme,11 leading to the conclusion that the Kd for O2 lies
well above the maximal achievable O2 concentration in
solution, ca. 1 mM at ambient pressure.


The reduction of O2 to H2O2 involves an uptake of two
electrons (from the reduced flavin) and two protons (at
least one of which is expected to derive from one of the
active site histidines of Figure 1). The pH profile of kcat/
Km(O2) for GO, Figure 2, indicates a pKa ) 8.115 that is
somewhat elevated from that expected for a free histidine,
consistent with an electrostatic interaction between a
protonated histidine and the anionic flavin. Given the
stability of GO at high pH, it has been possible to go to a
high enough pH to show that the rate actually levels off,
rather than going toward zero in the high alkaline re-
gime.15 This is an unusual result that indicates two forms
of GO with greatly differing reactivity toward O2 (kcat/
Km(O2) ) 1.5 × 106 M-1 s-1 at low pH and 5.7 × 102 M-1


s-1 at high pH). One notable feature is that the rate
measured at the high pH is close to the rate of reaction
of free flavin with O2,16 that is, the enzyme remains active
at high pH though without any visible rate acceleration.


The implication that a single residue may confer all the
catalytic activity provided by GO in O2 reduction has been
tested by site-specific mutagenesis, with the mechanisti-
cally relevant result also shown in Figure 2. As illustrated,
mutation of His516 to alanine gives a rate that is similar
to WT enzyme in the high pH regime. Most importantly,
the mutated enzyme has almost completely lost the rate
acceleration seen in WT at the reduced pH.15 This result
allows assignment of the pK ) 8.1 to His516 and indicates
that virtually all of the catalytic effect in the GO reduction
of O2 can be assigned to a single protonated histidine!


The formation of H2O2 from O2 is a multistep process,
and our understanding of the physical origin of the rate
acceleration afforded by His516 is linked to our under-


FIGURE 1. Scheme of active site residues in glucose in GO. Oxygen
is expected to diffuse near or at the site occupied by Wat110.


FIGURE 2. The pH dependence of GO for the wild-type (WT) enzyme
and for H516A.


Enzymatic Oxygen Activation Klinman


326 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 40, NO. 5, 2007







standing of which steps limit catalysis. These steps may
involve O2 binding, proton transfer, electron transfer, or
a combination thereof. Probes for each process are
available and include (i) the impact of solvent viscosogen
on kcat/Km(O2), (ii) the magnitude of the solvent deute-
rium isotope effect, and (iii) the magnitude of the dis-
crimination between 16O/18O for the reactant O2 (compare
refs 15, 17, and 18). Additionally, spectroscopic studies can
indicate whether detectable intermediates accumulate
along the reaction path.


In the case of GO, these probes have been applied at
both low and high pH, with the results obtained sum-
marized in Table 1. It can be seen that there is no impact
of solvent viscosogen, ruling out a rate-limiting binding
of O2 or release of H2O2 from the enzyme. Similarly, the
measured kcat/Km(O2) is independent of solvent D2O, an
unexpected result at first glance, given the importance of
protonation at His516 for catalysis. Considerable insight
comes from the 16O/18O effect, which is near the limit
expected (1.03) for superoxide anion formation.19 Al-
though these 18O kinetic isotope effects are very small,
they can be measured quite precisely by collecting un-
reacted O2 from reaction samples as a function of percent
conversion, quantitatively converting the O2 to CO2 and
analyzing the isotopic composition of the CO2 via isotope
ratio mass spectrometry.20


The data in Table 1 clearly implicate a single electron
transfer from reduced flavin to O2 as the controlling step
for kcat/Km(O2) under all conditions examined, a conclu-
sion supported by the failure to detect any flavin semi-
quinone during turnover.15 Since early NMR experiments
had shown that the enzyme-bound flavin persists as an
anion down to pH 5,9 the mechanism will involve the
reduction of O2 by the bound flavin anion between pH 5
and 12.5. How then can the protonation of His516
facilitate this process? Clearly, a charged active site residue
is unlikely to enhance the binding of the hydrophobic O2


molecule, and in any case, there is no evidence for
detectable binding of O2 at any pH. The protonated His516
may act as a proton donor during O2 reduction, but the
absence of a solvent D2O effect rules out a rate-limiting
proton transfer. This points toward the importance of the


point charge on the protonated histidine as the origin of
the observed catalysis, with the charge being manifest on
either the stability of the intermediate superoxide anion,
the barrier leading to the superoxide anion, or a combina-
tion thereof.


Given the demonstrated rate limitation of kcat/Km(O2)
by electron transfer from cofactor to O2, the Marcus theory
of electron transfer provides a beautiful context in which
to analyze the impact of His516 on catalysis. According
to this theory, the barrier to reaction, ∆Gq, can be
represented as the point of intersection of two parabolas
and is described mathematically in terms of ∆G°, the net
reaction driving force, and λ, the environmental reorga-
nization term that describes the degree to which the
substrate and its surrounding environment must be
deformed into a configuration that reflects the configu-
ration of the product state.21 These are referred to,
respectively, as the thermodynamic and kinetic barriers
controlling the electron-transfer process, Figure 3. This
simple but powerful conceptual approach has allowed us
to dissect the contributions of the enzyme active site to
the stabilization of the product superoxide versus the
kinetic barrier for its formation.


The first step in such an analysis involves a calculation
of ∆G° for GO at both the low and high pH regimes. These
driving force values can be derived from half-reduction
potentials for the one-electron reduction of enzyme-
bound Flox to its semiquinone and the one-electron
reduction of O2 to the superoxide anion (∆G° ) –F∆E°).
The redox potentials for the enzyme-bound flavin in GO
(E°) follow from previously measured values10 after cor-
rection to represent pH-independent values for oxidation
of the anionic form of the reduced flavin cofactor,15 Table
2. The available reduction potential for superoxide forma-
tion from O2 is for the free species3 and may be expected
to be increased via electrostatic interactions with the
protonated His516 at low pH. After correction for the
maximum possible stabilization of the superoxide anion
by a neighboring point charge, the redox potential for the
net reaction at pH 5 is shown to be more favorable by
only about 2 kcal/mol, indicating that non-thermody-
namic factors must be at play in the observed rate
acceleration.15


Table 1. Summary of Impact of Probes of the
Reaction of O2 with Glucose Oxidase


impact


perturbant pH 5 pH 12.5


(1) viscosogen
kcat/Km(O2), (+viscosogen) ∼1 ∼1


kcat/Km(O2), (–viscosogen)


(2) D2O
kcat/Km(O2), (H2O) ∼1 ∼1


kcat/Km(O2), (D2O)


(3)18O in O2
kcat/Km(O2), (16O–16O) 1.027 (0.003) 1.028 (0.004)


kcat/Km(O2), (18O–16O)


(4) accumulation of none none
flavin semiquinone


FIGURE 3. Illustration of the parameters controlling ∆Gq according
to Marcus theory for the intersection of the parabolas representing
the reactant (R) and the product (P). ∆G° represents the reaction
driving force and λ represents the sum of the inner (λin) and outer
(λout) reorganization energies.
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Two strategies are available to estimate the contribu-
tion of λ to the reaction barrier for GO. In the first
instance, the rate is measured as a function of tempera-
ture, providing ∆Gq ()∆Hq – T∆Sq) at both low and high
pHs. When these experimental ∆Gq values, together with
the values for ∆G°, are used, λ is seen to have increased
by ca. 16 kcal/mol at the high pH, Table 2. Issues that
arose regarding these data were the large error bounds
for λ at the low pH (considered below) and the appropriate
form of the Marcus expression in relating rate to the free
energy barrier. Though both adiabatic and non-adiabatic
formalisms have been used in treating outer-sphere
electron transfer, depending on the degree of electronic
coupling between the donor and acceptor,21 the adiabatic
treatment is preferred in the GO case, given the likelihood
of close approach between the freely diffusing O2 and the
active site flavin anion. As discussed by Roth et al., the
use of a non-adiabatic formalism would have changed the
absolute but not the relative values for λ at the pH
extrema.15,22


The second strategy for the estimation of λ in GO has
involved an examination of rate as a function of reaction
driving force. GO is a perfect system in which to use this
methodology, given its overall robustness under the
conditions necessary to remove the native flavin and
replace it with analogs of altered redox potential.22 The
structures of the altered flavins are shown in Figure 4,
together with a plot of the observed rate for kcat/Km(O2)
as a function of driving force. The latter was estimated
from the measured value for the enzyme-bound flavin in


GO, together with measured solution redox potentials for
the flavin analogs in relation to the native flavin struc-
ture.22 Very gratifyingly, the value for λ obtained in this
way both reduces the uncertainty of this parameter in the
low-pH range and confirms the conclusions reached from
temperature dependencies alone, Table 2. From a com-
bination of two independent approaches, it can safely be
concluded that a single point charge in GO reduces the
kinetic barrier by 12–16 kcal/mol.15,22 This is further
corroborated by the data for the mutant enzyme at low
pH where the result of a temperature-dependent study
shows the same large λ as seen with WT enzyme at the
elevated pH.22


It is common to express λtot in terms of the contribution
of both λin and λout, with λin reflecting the stretching/
bending of bonds within the substrates themselves and
λout reflecting the reorganization of the surrounding
medium that is expected to accompany the movement of
charge between one reactant and another.21 By definition,
λin can be concluded to be independent of pH, indicating
an impact of pH/charge on the preorganization of the
surrounding active site (λout, which reduces the need for
environmental reorganization as the electron moves from
the flavin donor to the O2 acceptor).


This distinction between λin and λout is further empha-
sized by the measured properties of the 18O kinetic isotope
effects.22 Keeping in mind that the size of the 18O effect
is expected to reflect a stretching of the O2 bond to bring
it into a geometry that more closely approximates the
superoxo product, a very surprising result is that neither
the size of the measured oxygen isotope effects nor their
trend with driving force (Figure 4) is compatible with a
classical Marcus treatment. As discussed by Jortner and
co-workers in the context of non-adiabatic electron-
transfer reactions,23 when the vibrational frequencies for
reactants are high in relation to kT (note the stretching
frequency for O2 of 1556 cm-1 relative to kT of 200 cm-1),
it may be expected that motions within the reactants will
occur quantum mechanically. The data for GO, in fact,
implicate such a quantum mechanical contribution to λin.
Although there has been much focus in the recent
literature on the role of tunneling in enzymatic C–H
activation reactions (e.g., refs 24–26), the findings with GO
indicate that tunneling behavior may also be expected to
arise for enzymatic reactions involving significantly larger
nuclei.


With the detailed analysis of GO outlined above, it is
now possible to come to specific conclusions regarding
the catalytic strategy in GO and, likely, other enzymes that
reduce O2 in the absence of metal ions. The major feature
involves a reduction in the kinetic barrier for O2 activation
in the absence of any significant stabilization of the
resulting superoxide intermediate. The fact that the pro-
tonated His516 in GO does not lead to a greatly enhanced
accumulation of this superoxide anion is likely a result of
the placement of this charge such that it has the capability
to stabilize both the initial reduced flavin anion in the
reactant complex and the superoxide anion in the first
intermediate complex. Under such circumstances, the role


Table 2. Summary of ∆G° and λ Values for Glucose
Oxidase


a Includes an electrostatic stabilization of superoxide anion by
the protonated histidine (see text). b From the temperature de-
pendence of kcat/Km(O2), refs 15 and 22. c From the driving force
dependence of kcat/Km(O2), ref 22. d Not determined.


FIGURE 4. Plot of the driving force dependence for rate [(kcat/Km(O2)],
red, and the isotope effect on the rate [18(kcat/Km)], blue, in the
reaction catalyzed by GO.
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of the positive residue becomes focused on its impact on
the surrounding environment, such that the heavy atom
adjustment that is expected to accompany the electron
transfer can be minimized. This elegant and simple
solution indicates one way that Nature has found to
catalyze a reductive chemical reaction at O2 in the absence
of promoting the accumulation of reactive or toxic
intermediates.


Lipoxygenase as a Prototype for Directed O2
Binding and Reactivity
Lipoxygenases play an essential role in the production of
hormones in plants and as mediators of inflammation in
mammals.27 The latter property has made lipoxygenase a
target for the discovery and design of anti-inflammatory
drugs. The enzyme has been extensively studied from both
plant and human sources, with X-ray structures being
available from both sources.28–30


Studies from this laboratory have been focused on the
enzyme from soybeans, referred to as SLO. Although
structurally and mechanistically very different from GO,
the reaction of SLO can be formalized as two half-
reactions31 that involve first the formation of a substrate
derived free radical, eq 2a, and subsequent trapping of
this radical by molecular O2 to form the 13-hydroperoxide
product, eq 2b.


Notable features of the SLO reaction include (i) the
presence of an active site iron center that must be in a
+3 valence state in order to react with substrate, (ii) the
removal of a hydrogen atom from the C-11 of linoleic acid
to form a delocalized (allylic or pentadienyl) free radical
as a discrete intermediate, and (iii) the addition of O2 to
a unique position of this delocalized radical to generate a
regio- and stereo-specific 13-hydroperoxide product.31


The properties of the first half-reaction, eq 2a, have
received considerable attention, with the observation of
the some of the largest kinetic deuterium isotope effects
seen in an enzyme-catalyzed reaction.32–34 This feature,
together with a small enthalpy of activation for protium
transfer coupled to a very small temperature dependence
for the kinetic isotope effect, indicates a reaction mech-
anism in which a hydrogen atom tunnels from the
substrate donor to a ferric hydroxide acceptor.33 The
efficiency of this wave function overlap is intimately linked
to heavy atom motions of both the H-donor and acceptor
and the surrounding environment, such that the barrier
height reflects these motions rather than the movement


of the hydrogen. As a result of its aggregate properties,
SLO has assumed the role as the “gold standard” for
modeling of environmentally coupled hydrogen tunneling
in enzyme-catalyzed reactions (cf. refs 35–37).


Investigators have puzzled for many years as to the
origin of the high specificity of the subsequent reaction
of the substrate-derived free radical with O2. Initially, it
had been postulated that lipoxygenases catalyze the
formation of an organometallic intermediate between the
fatty acid substrate and the active site ferric center, 38 with
this complexation giving rise to the observed regio- and
sterochemical course of the second half-reaction, eq 2b).
Given the preponderance of evidence in support of an
outer-sphere, proton-coupled electron-transfer reaction
between substrate and the iron center, the control of the
O2 reaction must lie elsewhere. For most of the history of
investigations of O2 reactivity, it has been assumed that
O2 binds via a partitioning into the hydrophobic interior
of the target protein, with such partitioning being aided
by the natural breathing modes of the protein. This
paradigm for O2 binding most likely originated with early
studies in which high pressures of O2 were shown to
quench the fluorescence of a buried fluorophore in
proteins that do not normally react with O2.39 If such
indiscriminate behavior were to occur in the SLO reaction,
the expectation is that O2 would be free to attack multiple
positions within the substrate-derived free radical, leading
to a multitude of products, Scheme 2.


Insight into the specificity of the O2 reaction in SLO
comes from site-specific mutagenesis studies in which five
active site hydrophobic residues have been altered to
smaller side chains. The targeted side chains are high-
lighted in Figure 5 as Leu546 and Leu754, which lie on
opposite faces of the reactive carbon of a modeled


Scheme 2. Illustration of the four possible regio- and
stereochemical hydroperoxide products from the radical derived from


hydrogenation abstraction at C-11 of linoleic acid.
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complex of SLO with linoleic acid, and Ile538, Gln495, and
Ile553, which reside at longer distances from this reactive
carbon.40 The data in Table 3 show very clearly that
reduction in size of the latter class of side chains has a
small, likely minimal, impact on the stereochemical
outcome of the O2 reaction. In marked contrast, decreas-
ing the size of either Leu546 or Leu754 leads to alternative
products in a mechanistically insightful pattern. In the
case of Leu546 to alanine, one major new product is
formed (the 9(R) lipid hydroperoxide), which is the
expected product for reaction of O2 from the same face
of the substrate-derived radical as occurs in WT enzyme.
This implicates Leu546 as a physical barrier between the
entering O2 and the 9-position of the radical intermediate.
The Leu754 to alanine mutation is even more damaging,
allowing reaction at both the 9(R)-position and the 9- and
13-positions on the opposite face of the radical intermedi-
ate [13(R)- and 9(S)-products]. It appears that the presence
of both Leu546 and Leu754 maintains an active site
environment that constrains the reaction of O2 to the
desired position.40


The above data provide compelling evidence of a role
for specific side chains in guiding O2 to its destination,
with the corresponding implication of a discrete pathway
for O2 to partition from bulk solvent to the active site. The
high-resolution X-ray structure for SLO28 had intimated


that such a pathway could exist, Figure 5, where a putative
O2 channel is shown to intersect the substrate channel at
an angle of 90°. At this juncture, it is valuable to step back
and formulate the minimum number of steps necessary
for the reaction of O2 with SLO, Scheme 3. As shown, this
is expected to involve initial diffusion of O2 to the protein
(k1 and k–1), movement of O2 through the protein to its
targeted binding site (k2 and k–2), combination of the
ground-state triplet O2 with the preformed substrate
radical (k3 and k–3), transfer of a hydrogen atom from the
active site ferrous–water to form the lipid hydroperoxide
and ferric hydroxide (k4 and k–4), and, finally, release of
the product lipid peroxide to solvent (k5).


A number of probes have been applied to SLO in order
to specify the degree to which each of the above sum-
marized steps contribute to the rate-controlling step in
the O2 reactivity of SLO. These include the investigation
of the impact of solvent viscosogens and solvent D2O, as
well as the measurement of 18O kinetic isotope effects on
kcat/Km(O2). Analogous to GO, as well as many other O2-
consuming enzymes (see below), neither solvent vis-
cosogen nor D2O was found to have any impact on
reactivity,18 Table 4, eliminating a number of possible rate-
limiting steps from Scheme 3. These include either the
binding of O2 or the release of product peroxide from the
enzyme, as well as a hydrogen atom transfer from the
ferrous–water to the hydroperoxyl-radical intermediate.
Support for the remaining step, the combination of O2


with the substrate-derived radical, as the rate-determining
step comes from the measured 18O kinetic isotope effect,
which is clearly non-unity, Table 4.


With these data in hand, it is now possible to examine
the role of specific active site side chains in the O2


FIGURE 5. Active site of SLO with bound substrate (linoleic acid, in
green), illustrating the five residues that were mutated to alanine
(Ile553, Leu546, Leu754, Gln495, and Ile538).


Table 3. Impact of Active Site Mutation in SLO on
the Stereo- and Regiospecificity of the Hydroperoxide


Product (HPOD)a


% HPOD


enzyme 13(S) 3(R) 9(S) 9(R)


WT-SLO 95 3 <1 2
Ile553fAla 97 1 <1 <1
Gln495fAla 95 2 1 2
Ile538fAla 93 3 2 3
Leu546fAla 85 2 3 10
Leu754fAla 62 12 10 16
lle553fPhe 95(2) 2 1 2


a Reference 40.


Scheme 3. Summary of the minimal number of steps required for
the oxidative half-reaction of SLO. These include diffusion of O2 to
the protein (k1, k–1), movement of O2 through the protein (k2, k–2),


combination of O2 with the substrate-derived radical (k3, k–3),
hydrogen atom abstraction from the Fe(II)–OH2 by the


hydroperoxyl-radical intermediate (k4, k–4), and dissociation of the
product hydroperoxide (k5).


Table 4. Comparison of Kinetic Parameters for WT
and Ile553Phe in SLO with Linoleic Acid (LA) as


Substratea


WT SLO Ile553fPhe


kcat (s-1) 230 ( 15 102 ( 8
Km(LA) (µM) 18 ( 3 19 ( 14
kcat/Km(O2) (µM-1 s-1) 21 ( 1 0.96 ( 0.08
SKIEb 0.98 ( 0.1 1.06 ( 0.08
18O KIEc 1.0115 ( 0.0013 1.0105 ( 0.0008


a Reference 18. b Solvent deuterium kinetic isotope effect. c 18O
kinetic isotope effect.
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reaction, in particular Ile553, which forms a putative
barrier from the solvent channel to the bound substrate
radical (cf. Figure 5). As already shown in Table 3,
reduction of the size of Ile553 has no significant impact
on the distribution of products. While an increase in bulk
at this position, Ile553 to phenylalanine, likewise has no
impact on the nature of the products, it has a highly
specific impact on the kcat/Km(O2), Table 4. When either
kcat or kcat/Km(LA) is used as the control, it can be seen
that Phe553 has, approximately, a 2-fold impact on these
measured rate constants. By contrast, the parameter kcat/
Km(O2) has been reduced 20-fold. The measured 18O
kinetic isotope effect with Phe553 is within experimental
error of that seen with the wild-type enzyme, Table 4,
implicating a similar rate-limiting step that involves a
decrease in bonding to oxygen. A simple explanation for
an unchanged 18O kinetic isotope effect, together with a
20-fold decrease in rate, is that the chemical reaction of
O2 with substrate is “gated” at position 553: passage of
O2 through the “kink” that is generated at position Ile553
is controlled by protein breathing modes, with the prob-
ability of these modes decreasing in the Ile553fPhe
mutation.18


The aggregate data, both kinetic and structural, for SLO
point toward a picture for O2 reactivity in which (i) the
O2 binds via a discrete channel, which directs its move-
ment through a specific region of the protein; (ii) this
prebound O2 undergoes further diffusion past a constric-
tion in the channel at position 553, facilitated by a protein
motion(s) that permits O2 to pass into the substrate-
binding pocket; and (iii) the combination of O2 with
position C-13 of the delocalized substrate radical occurs
in a rate-limiting step to form the one-electron-reduced
hydroperoxyl radical.


Emerging Views of O2 Reactivity in Proteins
Though the nature of the O2-derived products formed in
GO and SLO is very different, both reactions appear to
operate via rate-limiting addition of the first of two
electrons to O2, and in neither case is proton transfer rate-
determining. At this juncture, fairly detailed studies have
been completed with a number of other O2-consuming
enzymes as well. These include dopamine �-monooxy-
genase (D�M) and peptidylglycine R-amidating monooxy-
genase (PHM),41 tyrosine hydroxylase (TH),42 methane
monooxygenase (MMO),43 copper amine oxidase (CAO),44,45


and cytochrome P-450.46 D�M and PHM appear to be in
a class of their own, in that the activation of O2 is a
reversible process and tightly coupled to the C–H activa-
tion of substrate.41 In all other O2-activating enzymes
studied thus far within this laboratory, an irreversible step
takes place during O2 activation prior to subsequent active
site chemistry.


Among the remaining enzymes studied, all contain
metals at their active site, iron in the case of TH, MMO,
and cytochrome P-450 and copper in the case of the CAOs.
In principle, this distinguishes these enzyme systems from


GO and SLO, in that the metal ion can both assist and
control the O2 reactivity. Of considerable interest in the
context of the O2 cycle summarized in Figure 1, analyses
of 18O kinetic isotope effects in TH,42 MMO,43 and P-45046


are consistent with a similar rate-limiting transfer of the
first electron to the O2 for the parameter kcat/Km(O2). This
is, perhaps, as expected given the large inherent differ-
ences in thermodynamic driving force for superoxide
formation versus the formation of subsequent O2-derived
intermediates, Scheme 1A. For TH, there has been some
ambiguity as to the origin of this first electron, that is,
whether this comes from the reduced pterin or Fe2+; in
the original study of 18O isotope effects, it was proposed
that pterin is the initial reductant rather than the metal
center.42 In certain ways, this is quite analogous to the
reaction proposed for O2 reactivity in the eukaryotic CAOs
where the reduced cofactor reduces O2 to superoxide ion
in close proximity to an active site cupric ion, with the
latter providing electrostatic stabilization.44,45 An impor-
tant distinction between TH and eukaryotic CAOs is that
the metal does not appear to change its valence during
catalytic turnover in the CAO reaction, with the reduced
cofactor providing both the electrons and protons needed
to form the hydrogen peroxide product.


A second surprise in studies of the oxygen half-reaction
of the eukaryotic CAOs has been the identification of a
discrete, non-metal O2 binding pocket that is positioned
adjacent to both the reduced cofactor and the active site
Cu2+ and is comprised of hydrophobic side chains. Site-
specific mutagenesis has identified a methionine (634) as
a key residue within the pocket of the CAO from Hansenu-
la polymorpha, with kcat/Km(O2) correlating with the size
of the side chain at this position.47 Many features remain
unexplained, which include the reason for a better cor-
relation of kcat/Km(O2) with the size than the hydropho-
bicity of the side chain of 634, as well as the channel that
leads from the solvent to the O2 binding pocket. Xenon
binding studies have identified a tight-binding xenon
adjacent to the Met634 pocket, termed the O2 “ante-
room”.48 This leads naturally to the idea that movement
of O2 from its anteroom to the reactive O2 pocket in CAO
may be gated by protein breathing modes, analogous to
the behavior proposed above for the oxidative portion of
the SLO reaction.


Conclusions
A number of initially unexpected properties for O2 activa-
tion in enzymes have emerged from studies conducted
over the last decade. The first is the predominance of
evidence for a rate-limiting transfer of the first electron
to O2 for the parameter kcat/Km(O2), with the subsequent
transfer of the electrons and protons needed for product
formation occurring in rapid steps. This is fully compatible
with the inherent chemical properties of O2, whereby the
thermodynamics for the stepwise uptake of electrons by
O2 indicate a highly unfavorable first electron transfer. The
enzymatic strategy for increasing the rate of this first
electron transfer has been shown very clearly in the GO
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system to reside within the kinetic barrier, such that the
resulting bound superoxide ion undergoes relatively little
(or possible no) stabilization relative to the free species.
This is a very satisfying result, showing how an enzyme
can catalyze the formation of a potentially reactive and
toxic species without increasing the lifetime of such a
species at the enzyme active site. Despite the potential
toxicity of reaction intermediates derived from O2, the
inherent redox characteristics of O2 make it possible to
minimize deleterious side reactions in biological reactions.
O2 is a remarkable gas, indeed!


The second key feature to result from studies of the
enzymology of oxygen is the implication of both discrete
channels and non-metal binding pockets for O2 that
increase the likelihood of the correct regio- and stereo-
chemical outcome of its reaction. This flies in the face of
the historical belief that O2 would diffuse randomly though
a protein, in response to breathing modes that would
provide the gas with access to interior, hydrophobic
regions. It is, on reflection, not surprising that enzymes
will have evolved discrete O2 channels and pockets, since
only in this manner can the O2 reactivity be controlled,
especially in the cases where it is undergoing activation
either in the complete absence of a metal ion or via an
outer-sphere electron transfer reaction from the metal
center.


Many talented graduate students and postdoctoral associates
contributed to these studies. Drs. Justine Roth and Michael Knapp
are especially acknowledged for their experimental contributions
and intellectual insights to the mechanisms of GO and SLO. They
are currently faculty members at the Johns Hopkins University
and the University of Massachusetts, respectively. The NIH (Grant
GM25765) provided financial support.
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ABSTRACT
Three-dimensional functional nanoscale assembly requires not only
self-assembly of individual nanomaterials responsive to external
stimuli, such as temperature, light, and concentrations, but also
directed assembly of many different nanomaterials in one-pot
responsive to multiple internal stimuli signaling the needs for such
materials at a specific location and a particular time. The use of
functional DNA (DNAzymes, aptamers, and aptazymes) to meet
these challenges is reviewed. In addition, a biology-inspired proof-
reading and error correction method is introduced to cope with
errors in nanomaterials assembly.


1. Promises and Challenges in 3D
Nanomaterials Assembly
Assembly of nanoscale functional materials has long been
a focus of research, because these materials may find
promising applications such as in nanoelectronics, pho-
tonics, computing, environmental monitoring, medical
imaging, and diagnostics. An ideal nanoscale photonic
assembly is shown in Figure 1A. Toward making such a
dream into reality, remarkable advances in synthetic
techniques have already resulted in a diverse range of
high-quality individual nanomaterials, such as nanopar-
ticles, nanotubes, and nanowires,1 which can serve as
building blocks for assembly of more complex nanostruc-
tures such as that shown in Figure 1A.2–5 Having these
building blocks alone is not enough, just like having


proteins, DNA, and carbohydrates alone is not enough to
form a living and functional cell; dynamic control of the
assembly and communication among these nanomaterials
with high spatial and temporal resolution is required to
make them into functional devices.


Biomaterials constantly provide inspiration to materials
scientists and engineers. Most materials in biology are
made of protein or protein scaffolds with inorganic
minerals. Close examination of how these materials are
made defines a number of challenges in a rough order of
increasing difficulty (Figure 1B). For example, tremendous
progress has been made not only in self-assembly of
nanomaterials but also in directed assembly in response
to external physical stimuli, such as temperature, light,
ionic strength, or material concentration.6 However, bio-
materials are assembled under constant and ambient
conditions, in response instead to internal chemical or
biological stimuli that signal the need for initiation,
growth, and termination of specific biomaterials at a
specific location and at a particular time. Usually, many
different materials grow in the same system, and in many
cases, these materials are made in response to sophisti-
cated multiple internal stimuli, often with cooperativity.7


Finally, biology has developed a set of mechanisms to
cope with errors in protein synthesis, which assures
accuracy in the downstream materials assembly.


So then how does Nature achieve such an amazing feat?
One way Nature accomplishes this is through genetic
control (Figure 1C). In a biological system, such as a
human body, many materials (teeth, bones, and soft
tissues) are assembled at the same time. When the need
for initiation of a particular material arises, related genes
are turned on in response to corresponding stimuli to
transcribe mRNA, which then translate into proteins to
assemble biomaterials. Materials disassembly, such as
release of iron in ferritin, can also be controlled in this
way. Genetically controlled materials synthesis is “smart”
in the sense that these materials are responsive to their
chemical and biological environment and can, in turn,
affect the environment. Furthermore, Nature makes defect-
free proteins not because it does not make errors, but
because it has developed elaborate systems of proof-
reading and error correction.8,9 Inspired by biology,
stimuli-responsive peptide and protein-based synthetic
materials assembly and disassembly have been re-
ported.10–12


Nucleic acids are another important class of biopoly-
mers. Recently, developments in biology have generated
novel functional nucleic acids with binding and catalytic
activities, just like proteins.13 While most gene expressions
are regulated through proteins, RNAs have recently been
shown to be capable of fulfilling a similar role, and these
are now called riboswitches.14 These discoveries have thus
remarkably expanded our understanding of nucleic acids
from pure genetic materials to functional biopolymers
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similar to proteins. On the materials science side, nucleic
acids have been useful scaffolds and templates for as-
sembly of inorganic nanoparticles to form many well-
defined structures in the past decade.15–17 We are inter-
ested in using functional nucleic acids to assemble and
disassemble inorganic nanostructures in a way similar to
Nature: to employ chemical and biological stimuli to
activate or deactivate functional DNA for materials as-
sembly; to use multiple stimuli to control different materi-
als synthesis in one pot; and to grow materials at ambient
conditions with proof-reading and error-correction mech-
anisms embedded (Figure 1D).


2. DNA and Functional DNA
To regulate DNA-linked nanomaterials by chemical stimuli,
DNA and stimuli interactions need to be introduced first.
The complementary strand of a DNA can be considered
as a stimulus to the original DNA because the two strands
can hybridize. Many organic molecules can interact with
the major or minor grooves of DNA or act as DNA
intercalators.18 Some metal ions have been shown to
interact with specific nucleotides. For example, it was
recently reported that Hg2+ can promote formation of
thymine–thymine base pairs.19 Since the early 1990s, many


short DNAs have been isolated with the ability to bind a
broad range of molecules with high affinity and specificity,
and such binding DNAs are known as DNA aptamers.20,21


The species that can be recognized by aptamers range
from small organic molecules to proteins and even intact
viral particles.13 In 1994, DNA was shown to be a catalyst
for the first time,22 and catalytic DNA molecules are called
DNAzymes in this Account (also described as DNA en-
zymes, deoxyribozymes, or catalytic DNA elsewhere).23–27


Importantly, most DNAzymes require a metal ion cofactor
for activity and some DNAzymes show high metal speci-
ficity. These interactions between DNA and chemicals
make it possible to design stimuli-responsive smart
materials based solely on DNA.28


3. Directed Assembly in Response to a Single
Internal Stimulus


A. Head-to-Tail Alignment of Nanoparticles As-
sembled by DNAzymes. In mimicking biology to construct
stimuli-responsive materials, we employed a Pb2+-specific
RNA-cleaving DNAzyme to direct the assembly state of
gold nanoparticles in response to Pb2+.29 The DNAzyme
(Figure A) contains an enzyme strand (in green) and a
substrate strand (in black).30,31 The substrate contains a


FIGURE 1. Panel A shows an ideal 3D photonic assembly. In panel B, challenges in nanomaterials assembly and the role of functional DNA
in meeting these challenges are listed along with the corresponding sections in the review. Panel C shows genetic control of stimuli-responsive
assembly of materials in biology. In the same system, many different materials (dis)assembly occurs under constant ambient conditions with
materials initiation, growth, and termination controlled by chemical stimuli with high spatial and temporal resolution, as well as error-correction
mechanisms. Panel D present use of functional DNA to construct stimuli-responsive materials. Mimicking biological systems, functional DNA
performs both functional (stimuli-responsive) and structural (materials assembly) roles, with no protein involvement required.
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single RNA linkage (rA) that serves as the cleavage site. In
the presence of Pb2+, the enzyme cleaves the substrate
into two pieces (Figure 2B). The same DNAzyme motif
(known as the 8-17 DNAzyme) has been independently
selected under a variety of conditions by several research
groups using different metal ions.24,32 In a comprehensive
study performed by Li and co-workers, the reason for the
recurrence of this particular DNAzyme was attributed to
its high catalytic rate, capability to cleave many dinucleo-
tide junctions, small catalytic core, and high tolerance to
nucleotide mutations.33 To incorporate nanoparticle bind-
ing functions, the substrate was extended on both ends
(Figure 2C). The nanoparticles were aligned in a head-
to-tail manner, and only one set of nanoparticles was
used. The nanoparticles were pre-assembled to ensure an
optimal ratio between the DNAzyme and nanoparticles.
After heating to 50 °C to fully disassemble the aggregates,
Pb2+ can direct the outcome of assembly in the subse-
quent cooling process. If Pb2+ was present, the substrate
was cleaved by the enzyme, and the assembly was
inhibited. Otherwise, nanoparticles were re-assembled by
the DNAzyme to form aggregates, accompanying a red-
to-blue color change due to surface plasmon coupling.
Upon assembly, the 522 nm plasmon peak decreased,
while the extinction in the 700 nm region increased


(Figure 2D), and the extinction ratio at 522 nm over 700
nm was used to quantify the nanoparticle assembly state.
A high ratio is associated with dispersed particles of red
color, and a low ratio is associated with aggregated
particles of blue color. With increasing concentration of
Pb2+, the extinction ratio increased, suggesting that nano-
particles were in a disassembled state (Figure 2E, green
squares). The color change was also conveniently observed
by spotting the nanoparticle solution on a TLC plate
(Figure 2F). Only Pb2+ produced a red color, suggesting
metal specificity.


B. Tail-to-Tail Alignment of Nanoparticles Assembled
by DNAzymes. An annealing step (heating to 50 °C and
subsequent cooling slowly to room temperature over 2 h)
was needed to form head-to-tail aligned aggregates shown
in Figure 2C. No assembly occurred by simple mixing of
the DNAzyme and nanoparticles at room temperature
(Figure 3B, red curve), which was attributed to the
relatively large steric effects related to nanoparticle
alignment.34,35 Indeed, by changing the alignment to tail-
to-tail, assembly at constant temperature was observed
(Figure 3B, green curve). However, the rate of color change
was relatively slow. It is known that the optical properties
of a nanoparticle aggregate is governed by the size of the
aggregate, instead of the number of nanoparticles in the


FIGURE 2. Panel A shows the secondary structure of the Pb2+-specific DNAzyme. In panel B, in the presence of Pb2+, the substrate is
cleaved into two pieces. Panel C shows Pb2+-directed assembly of DNAzyme-linked nanoparticles aligned in a head-to-tail manner. Panel D
shows UV-vis spectra of disassembled (red) and assembled (blue) gold nanoparticles. Panels E and F show the assembly state or color of
DNAzyme-linked nanoparticles in response to metal ions monitored by a spectrophotometer (E) or on a TLC plate (F).
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aggregate.36 Therefore, by using larger nanoparticles, the
time needed to form an aggregate with a defined size
should decrease, although the rate of assembly may not
change. By changing nanoparticle diameter from 13 to 42
nm, a clear color change was observed in 5 min (Figure
3B, blue curve). Similarly, Pb2+ can direct the assembly
state of the system (Figure 3A). The nanoparticles ag-
gregated to different degrees at different Pb2+ concentra-
tions (Figure 3C). Therefore, this system is also useful for
colorimetric Pb2+ detection.35


C. From “On/Off” Switches to Control of the Degree
of Assembly. The level of gene expression in a cell is often
regulated by stimuli in a wide concentration range. In
DNAzyme-linked nanostructures, it is also desirable to
have materials assembly controlled by a wide stimuli
concentration range. As a catalyst, the DNAzyme possesses
multiple turnover properties, which allows tuning of the
Pb2+ dynamic range. By changing the G·T wobble pair to
a G–C Watson–Crick pair (Figure 2A, highlighted by blue
circles), the DNAzyme activity is abolished. However, the
mutated DNAzyme can still assemble nanoparticles. If
only a small fraction of the active enzyme (17E) was used
(i.e., 5%) with the rest being the inactive enzyme (17Ec),
the Pb2+-sensitive range shifted about 1 order of magni-
tude to higher Pb2+ concentrations (Figure 2E, black
squares). This tuning property is unique and useful for
sensing applications because it allows detection of Pb2+


in a wide concentration range without worrying about
signal saturation.29


D. From Directed Assembly to Directed Disassembly.
Although it may not be obvious, in biology materials
disassembly is as important as assembly, such as the
disassembly of ferritin in response to low iron levels and
the degradation of biomaterials when they are no longer
needed. Therefore, disassembly of nanoparticle aggregates
was further investigated.37,38 Most DNAzyme-linked gold
nanoparticle aggregates contained hundreds to thousands
of nanoparticles. Surprisingly, when Pb2+ was added to


nanoparticle aggregates aligned in either configuration,
no disassembly or color change was observed. To inves-
tigate the reason behind this, the 5′-ends of the substrates
were labeled with 32P, and the kinetics of Pb2+-induced
substrate cleavage in nanoparticle aggregates was moni-
tored. In the head-to-tail aligned aggregates, 22% of
substrate was cleaved in 1 h, while in tail-to-tail aligned
aggregates, 60% cleavage was observed (Figure 4C). From
this study, it appeared that the DNAzyme was active in
both aggregates, and we hypothesized that there should
be inhibition of nanoparticle release after cleavage. To
facilitate nanoparticle release, NaCl concentration was
decreased from 300 to 30 mM for tail-to-tail aligned
aggregates, and a slow color change was observed by
addition of Pb2+ (Figure 4D, green curve). This color
change was inhibited in 300 mM NaCl (black curve).
However, even in low NaCl buffers, Pb2+ cannot accelerate
the disassembly of head-to-tail aligned aggregates (Figure
4A), which suggested that the observed 22% cleavage was
from the dangling DNAzyme with only one of its ends
attached to nanoparticles, while the linking DNAzymes
were not active.


To further accelerate disassembly in tail-to-tail aligned
aggregates, two methods were developed. First, short
DNAs complementary to the cleaved substrate fragments


FIGURE 3. Panel A shows Pb2+-directed assembly of DNAzyme-
linked nanoparticle aligned in a tail-to-tail manner. Panel B shows
the effect of nanoparticle alignment and size on the rate of color
change. Panel C shows the kinetics of nanoparticle assembly in the
presence of different Pb2+ concentrations.


FIGURE 4. In panel A, in head-to-tail aligned aggregates, the
DNAzyme is inactive, and no Pb2+-induced disassembly is observed.
In panel B, in tail-to-tail aligned aggregates, Pb2+ can induce slow
disassembly in low salt buffers. The linkages of nanoparticles before
and after cleavage are zoomed in. By using invasive DNA, the rate
of disassembly is accelerated. Panel C shows the kinetics of the
DNAzyme cleavage reaction in nanoparticle aggregates. Panel D
shows the kinetics of Pb2+-induced disassembly under different
conditions.
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were added to invade the cleaved substrate (Figure 4B),
which significantly accelerated the rate of disassembly
(Figure 4D, red curve), and, as such, are called invasive
DNA.37 Alternatively, asymmetric DNAzymes were de-
signed with one of the substrate binding arms elongated
and the other one shortened to facilitate release of
nanoparticles after cleavage.38


E. Application of DNAzymes to Other Nanomaterials.
In addition to gold nanoparticles, the DNAzyme has been
used to functionalize other nanoscale building blocks such
as carbon nanotubes.39 It was demonstrated that the
nanotube-conjugated DNAzyme maintained high activity,
which opens the door for many applications ranging from
chemically directed assembly of nanotubes to nanoscale
cellular therapeutics. Recently, a Cu2+-specific DNAzyme
was incorporated in a two-dimensional DNA array, and
Cu2+-induced change of periodicity in the array was
demonstrated.40


F. The Use of Aptazymes in Directed Assembly and
Disassembly. Most DNAzymes employ only metal ions for
their reactions. Besides the Pb2+-specific DNAzyme de-
scribed above, there are also DNAzymes specific for Zn2+,
Co2+, Cu2+, Mn2+, and UO2


2+.41 Therefore, many metal-
responsive nanomaterials can be obtained. Aptamers are
known to bind a broad range of molecules beyond metal
ions. To expand the DNAzyme-based methodology to
prepare materials responsive to other chemicals, aptamers
were inserted into the DNAzyme, and such DNAzymes are
known as allosteric DNAzymes or aptazymes.42 An
aptazyme designed by Sen and co-workers was chosen
to assemble gold nanoparticles responsive to adenosine.43


The aptazyme was built on the Pb2+-specific DNAzyme
(Figure 5). An adenosine aptamer was inserted into one
of the substrate binding arms of the enzyme strand.44 In
the absence of adenosine, binding to the substrate was
disrupted due to the bulging aptamer motif. As a result,
aptazyme activity was inhibited. In the presence of ad-
enosine, the interaction between the aptamer and ad-
enosine strengthened the binding of the substrate and the
enzyme, and cleavage of the substrate was allowed. As
shown in the TLC plate in Figure 5, adenosine-directed
assembly of nanoparticles was demonstrated. Only the
sample with adenosine showed a red color, while other
nucleosides produced blue colored spots.45


G. The Use of Aptamers in Directed Assembly and
Disassembly. In previous DNAzyme and aptazyme-
assembled materials, catalytic reactions were involved for
stimuli recognition. The substrates were cleaved into two
pieces, and therefore, the process was usually irreversible.
In biological systems such as riboswitches,14 binding-


based controls are the most frequently encountered. We
further pursued the control of materials assembly states
solely based on the binding function of aptamers. An
aptamer can adopt two distinct binding states: binding
to a complementary DNA and binding to its target
molecule.46 Taking advantage of this property, we pre-
pared adenosine aptamer-linked nanoparticle aggregates
as shown in Figure 6A.47–49 Two kinds of DNA-function-
alized gold nanoparticles were assembled by a linking
DNA, which contained an adenosine aptamer (Figure 6A,
in green) and an extension (in purple and gray). The
purple part of the extension annealed to one nanoparticle
(3′AdeAu). The gray part and a fraction of the aptamer
sequence annealed to another (5′AdeAu). In the presence
of adenosine, the aptamer switched its structure and
bound adenosine.46 As a result, the number of base pairs
left to hybridize to 5′AdeAu decreased, leading to its
dissociation and disassembly of the aggregate, changing
the solution color from purple to red. The process was
very specific for adenosine, and no other nucleosides
could produce a similar color change (Figure 6C). Higher
adenosine concentration induced faster disassembly (Fig-
ure 6D). Compared with nanoparticle assembly, which
may take several minutes to hours, such disassembly can
be finished in several seconds. The design is very general.
We also constructed nanoparticle aggregates linked by a
cocaine aptamer selected by Stojanovic et al. (Figure 6B).50


In the presence of cocaine, a red color was produced;
while in the presence of adenosine, no color change was
observed (Figure 6E). The degree of disassembly also
varied with cocaine concentration (Figure 6F). Similarly,
materials responsive to potassium ions have also been
obtained.51


Some proteins, such as thrombin and platelet-derived
growth factors (PDGF), possess multiple aptamer binding
sites. Therefore, these proteins can be used to cross-link
aptamer-functionalized gold nanoparticles to form aggre-
gates.52,53 Such processes can also be considered as
directed assembly with the stimulus being the proteins.
Because of the requirement on the multivalency of
aptamer targets, such assembly processes cannot be
generalized to any chemical of choice.


4. Nanomaterials Responsive to Multiple
Stimuli with Controllable Cooperativity
All the above materials were controlled by a single
chemical stimulus. The next challenge would be to design
materials whose assembly states are controlled by multiple
stimuli simultaneously. Preferably, the cooperativity among


FIGURE 5. An adenosine-activated aptazyme based on the Pb2+-specific RNA-cleaving DNAzyme. A red colored spot was observed only in
the presence of adenosine.
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the chemicals can be tuned so that more complex
architectures with multifaceted properties can be fabri-
cated. First, a system with high stimuli cooperativity was
designed.51 This system contained two kinds of nanopar-
ticles: particles 1 and 2 (Figure A). Particle 1 was func-
tionalized with one kind of DNA, and particle 2 was
functionalized with two kinds of DNA. Both the adenosine
aptamer and the cocaine aptamer were used to assemble
the particles. To disassemble the aggregates, both adenos-
ine and cocaine were needed. Neither molecule alone can
induce significant disassembly. Therefore, the two mol-
ecules were highly cooperative in performing the disas-
sembly task. In a separate system, two particles (particles
3 and 4) were assembled by a DNA containing both the
adenosine aptamer and the cocaine aptamer (Figure 7B).


Therefore, either molecule can disassemble the ag-
gregates, resulting in no cooperativity between the two
stimuli.


5. Multiple Nanomaterials Responsive to
Multiple Stimuli in One Pot
A further step toward meeting the challenges presented
in Figure 1D is to assemble multiple different nanoma-
terials in one pot with the assembly state of each material
controlled by a chemical stimulus. To achieve this goal,
quantum dots (QDs) were introduced to encode different
materials. The nanoparticle assemblies are shown in
Figure A.54 Using the adenosine responsive aggregates as
an example, in addition to the gold nanoparticles 1 and
2, quantum dots Q1 (emitted at 525 nm) were also used.
Q1 and gold nanoparticle 2 were functionalized with DNA
of the same sequence, and therefore both particles can
be linked to particle 1 by the adenosine aptamer linker.
In the aggregated state, the emission of the QD was
quenched because of energy transfer to the nearby gold


nanoparticles.55 Addition of adenosine disassembled the
aggregates, resulting in increased emission intensity at 525
nm. Similarly, cocaine responsive aggregates were also
prepared by incorporation of Q2 that emitted at 585 nm.
The two kinds of aggregates were mixed, and two emission


FIGURE 6. Chemically controlled disassembly of nanoparticle aggregates linked by an adenosine aptamer (A) or a cocaine aptamer (B).
Specific disassembly of aggregates linked by an adenosine aptamer (C) and a cocaine aptamer (E), and kinetics of disassembly in the presence
of different target concentrations in adenosine-aptamer-linked aggregates (D) and in cocaine-aptamer-linked aggregates (F).


FIGURE 7. Chemically controlled disassembly of nanomaterials that
requires both adenosine and cocaine (A) or either adenosine or
cocaine (B).
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peaks at 525 and 585 nm can be observed (Figure 8B, red
curve), corresponding to the adenosine and cocaine
aggregates, respectively. Addition of cytidine (Figure 8B,
blue curve) or cytidine and uridine (green curve) did not
change the emission intensity of either peak. Addition of
adenosine alone increased the 525 nm peak but not the
585 one (Figure 8C), while addition of cocaine alone
increased the 585 nm peak but not the 525 nm one (Figure
8D). Addition of both molecules resulted in enhancement
in both peaks (Figure 8E). This result demonstrated
controlled disassembly of multiple different nanomaterials
by different stimuli in one pot.


6. Proof-Reading and Error Correction in
Nanomaterials Assemblies
Errors occur in all nanoscale assembly processes, which
is one of the major hurdles toward practical applications
of assembled devices and structures. To reduce errors,
most efforts have been focused on optimizing assembly
processes to minimize errors or designing devices that can
tolerate errors.56–58 In biology, one can see that proof-
reading and error-correction mechanisms have been used
in many biological assembly processes, such as DNA
transcription to RNA8 and RNA translation to protein.9 In
the protein-assembly process, for example, a wrong amino
acid could be incorporated. To overcome this problem, a
protein enzyme is involved to proof-read the incorporated
amino acid so that the wrong amino acid can be hydro-
lyzed, thus eliminating the error (Figure 9A).9


Inspired by biology, we want to introduce proof-
reading and error correction in nanomaterials assembly.59


As an initial step toward this effort, we used DNAzyme-
directed disassembly of nanoparticles described in section
3D to demonstrate the concept. In the system, three kinds
of nanoparticles encoded by three different DNA were


prepared. As shown in Figure 9B, two of the particles were
defined as right particles (A and B), with the remaining
one defined as a wrong particle (B′). The DNA attached
to B was seven bases longer than that attached to B′. The
substrate strand of the Pb2+-specific DNAzyme was used
to template the assembly of nanoparticles (DNAzyme
sequences shown in Figure 9C). One end of the substrate
was attached with particle A, and the other end was
designed to attach to B, even though B′ could also be
attached (Figure 9B). The enzyme strand (in purple) served
as a proof-reading unit. When a wrong particle B′ was
incorporated, the enzyme can bind both ends to the
substrate template. In the presence of Pb2+, which acted
as a stimulus, the substrate was cleaved and the B′ particle
was removed. When a right particle B was incorporated,
the enzyme can only bind one of its arms to the substrate
and the active structure of the DNAzyme cannot form. As
a result, the B particle was retained in the assembly. To
differentiate error particles B′ under TEM, B′ was made
smaller in size (5 nm diameter), while A and B were larger
(13 nm, Figure 9D). After addition of Pb2+, most of the 5
nm particles were removed (Figure 9E), suggesting that
the proof-reading DNAzyme can efficiently correct the
errors in this system.


7. Summary and Outlook
By using the catalytic and binding functions of DNA,
stimuli-responsive assembly and disassembly of nano-
materials have been demonstrated. These novel materials
and processes are useful for colorimetric sensing of a
broad range of analytes. In addition, by introduction of
proof-reading and error-correction mechanisms into na-
nomaterials assembly, the assembled devices can be more
robust and less vulnerable to defects.


FIGURE 8. Panel A shows a schematic of quantum dot encoded aptamer-linked nanostructures. Gold nanoparticles 1 and 2 and quantum dot
Q1 were assembled by the adenosine aptamer DNA, while nanoparticles 1 and 3 and quantum dot Q2 were assembled by the cocaine
aptamer. In both aggregates, quantum dot emissions were quenched. Addition of adenosine and cocaine disassembled the aggregates and
increased emission intensity. Panels B–E show the steady-state emission spectra of mixed nanoparticle aggregates.
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This Account only touches upon a tiny fraction of the
powerful biological machinery available in making bio-
materials and the benefits materials scientist can gain by
mimicking biology. To expand dynamic assembly dem-
onstrated for metallic nanoparticles, the methodology can
be applied to the assembly of other nanomaterials, such
as quantum dots and magnetic nanoparticles, resulting
in new detection modes beyond simple color change.54


Besides nanoparticles, functional DNA has also been
shown to be active on other nanostructures, such as
carbon nanotubes.39,60 Incorporation of nanotube and
nanowires in functional DNA-templated assembly may
result in functional devices responsive to chemical stimuli.
Due to the generality of the assembly process, it is possible
to construct materials responsive to multiple analytes in
one pot.54 One can also envision the design of reversible
assembly and disassembly processes in response to chemi-
cal stimuli, so that nanoswitches can be fabricated.


Further challenges in this emerging field include mim-
icking other aspects of biology in making biomaterials. For
example, materials made in biology have highly ordered
hierarchy structures. While DNA have been shown to be
templates or scaffolds to form predictable one-, two-, and
even three-dimensional structures, it remains difficult to
functionalize these DNA templates or scaffolds with
nanomaterials to form useful nanoscale devices such as
such as photonic crystals. This challenge is likely to be
met by designing rigid DNA/nanoparticle linkages. In
addition, biological systems respond to the chemical
stimuli not only passively but also progressively in such a
way to change the environment. For example, an enzyme
expression is turned on in response to the presence of a
substrate to digest the substrate. It would be desirable to
have synthetic materials made to possess similar proper-
ties such that the materials can be used not only for


sensing but also for autonomous repair and renewal. An
even bigger challenge is to make materials that self-
replicate and exponentially amplify. No matter what the
methods are to meet these challenges, biology will always
remain the biggest inspiration.
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ABSTRACT
In recent experimental studies, a number of morphological features
have been revealed on amphiphilic assemblies that need consid-
eration of the molecular chiral structure and the molecular polarity.
Molecular chirality and polarity influence the intermolecular energy
profile as a function of the distance and orientation between
neighboring molecules in the condensed-phase aggregates of
mono- and bilayers. After the experimental information is sum-
marized, related microscopic theoretical works are presented. The
molecular theory shows that the mesoscopic chiral shape of the
condensed phase can be predicted from the molecular chiral
structure studying the intermolecular energy profile. The theoretical
insights have implications for related biological systems.


Introduction
Amphiphilic assemblies range from simple structures,
such as micelles, vesicles, microemulsions, and mono- and
bilayers, to highly complex biological architectures as
membranes. The shape of the aggregates is dependent
upon the attractive and repulsive components of the free
energy of their formation.1–3 Recent experimental studies
revealed several interesting observations that could not
be explained by the macroscopic theories and needed new
information about the detailed orientation and distance
dependence of the intermolecular interaction between
molecules within the aggregates. These studies indicate
that both chirality and polarity of a particular amphiphile
are controlling the features of the aggregates, such as
shape, shape transition, and their temperature depen-
dence. For example, the mirror-image isomers of a given
molecule can lead to the development of two different
handednesses of aggregates in both mono- and bilayers.4–15


Typical examples for handedness in opposite directions
are demonstrated for monolayers of various chiral am-
phiphiles in Figure 1. The condensed-phase domains show
a mirror-image relation between the two enantiomeric
forms. In all cases of the various chiral amphiphiles, one
enantiomeric form gives a typical handedness of the
domains, whereas the other enantiomeric form has the
handedness of the domains in the opposite direction.
Despite large differences in the domain shape of the
various chiral amphiphiles, this feature can be clearly seen
from opposite orientation or curvature of domains com-
posed of the two different enantiomeric forms (parts A,
C, and F of Figure 1). Similar observations are also made
in bilayers, where the handedness of the helical aggregate
is dependent upon the enantiomeric forms of the am-
phiphile. Subtle variation in the dipolar head-group
structure of the amphiphile and the related change in the
dipolar interaction can also influence the aggregate shape.
This is shown in Figure 2, where small changes in the
head-group structure drastically affect the domain shape.
The influence of molecular chirality and polarity has been
observed in Langmuir mono- and bilayers, fibrilar ag-
gregates, or tubules formed from bilayers.5–10 The con-
sideration of attractive and repulsive components of free
aggregation energy1–3 does not suffice to explain these
experimental observations because these theories in their
existing form do not differentiate between the contribu-
tion of different enantiomeric forms and the free energies.


Chiral discrimination is a subtle phenomenon where
only atom(s) or group(s) exchange the position in space
(molecular dissymmetry) and induces as well as controls
the chirality of the helix and domains at the mesoscopic
length scale. Furthermore, differences between L–L (or
equivalently D–D) and D–L interactions are observed in the
cases where chiral segregation takes place. This phenom-
enon raises the questions of (i) how such a slight/subtle
molecular feature controls higher length-scale structural
features; (ii) why a particular chemical structure (of
different amphiphiles) of molecular chirality (D or L form)
gives rise to its typical mesoscopic chirality (right- or left-
handed domain); (iii) how in some cases the chiral
segregation takes place (despite the same energies of D


or L); and (iv) how to treat the intermolecular interaction
in a situation where the customary assumption of isotro-
picity or symmetry over the length scale of the system (as
commonly used in liquid-state theories) does not work.
These questions cannot be explained by theories, which
do not consider the orientation dependence of inter-
molecular interactions. The traditional Landau–Ginzburg-
type continuum theories “include terms that generate
distinct physical effects”.6 The energy contributions in
such expressions being fitted to describe a system are not
promising in explaining the experimental facts that emerged
by the experimental results.
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An elegant theoretical framework has been developed
by McConnell and coworkers,11 followed by others, to
bridge the gap between the continuum theories and the
available experimental results on domain shapes in mono-
layers. Their works have revealed that the shape of the


condensed-phase domains and their transitions is gov-
erned by an intricate interplay between molecular interac-
tions between dipoles present, the difference in non-
bonded interactions across the fluid/condensed-phase
boundary (that means the line tension at the domain


FIGURE 1. (A) Brewster angle microscopy (BAM) images of (a) D, (b) L, and (c) racemic dipalmitoyl phosphatidylcholine (DPPC) condensed-
phase domains. Bar length ) 100 µm. (B) Chiral discrimination in the domain texture of palmitoyl aspartic acid (PAA) monolayers. (a) D
enantiomer and (b) D,L racemate. Image size ) 350 × 350 µm. (C) Chiral discrimination of the condensed-phase domains of stearoyl serine
methyl ester (SSME) monolayers spread on pH 3 water. (a) D enantiomer, (b) L enantiomer, and (c) D,L racemate. Image size ) 80 × 80 µm.
(D) Chiral discrimination of the condensed-phase textures of N-tetradecyl-γ,δ-dihydoxypentanoic acid amide (TDHPAA) monolayers. (a) S
enantiomer, (b) R enantiomer, and (c) R,S racemate. Bar length ) 50 µm. (E) Chiral discrimination in 1-O-hexadecyl glycerol (HDG) domains.
(a) Racemic mixture with spirals curved in two opposite directions and (b) S enantiomer with spirals curved in only the clockwise direction.
(F) Chiral discrimination in 1-stearylamine glycerol (SAG) monolayers. (a) S enantiomer, (b) R enantiomer, and (c) racemate. Bar length ) 100
µm.


FIGURE 2. (A) Chemical structure of the four monoglcerols. (B) Representative BAM images of the four monoglycerols.
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boundary), and the interactions influenced by the chirality
of molecules.


Unfortunately, a similar theoretical basis has not been
developed for bilayers beyond the approach taken by
Helfrich et al.,9,10 until recently. Earlier theories by de
Gennes7 and Lubensky and Prost8 encountered discrep-
ancies with the experimental results. Improved theories
by Helfrich et al. proposed that an intrinsic bending force
exists because of the chirality.9,10 However, the micro-
scopic origin of the intrinsic bending force driving such
an aggregate structure, especially the relation of the latter
with the molecular dissymmetry, remained unclear until
recently.5 Therefore, a molecular or microscopic approach
has been attempted in recent years and is the subject of
this Account.


The understanding of these phenomena is useful in
many respects. Knowledge of the influence of molecular
chirality to the dissymmetry of the aggregate (of meso-
or macroscopic length scales) can help to gain insights
into the role of chirality in biological systems, such as
proteins, nucleic acids, and membranes. This is related
to the origin of homochiral evolution. Besides, the bio-
mimetic amphiphilic assemblies are known to have
diverse practical applications.2 An understanding of the
interactions in aggregates is also useful in gaining control
over designing new structures. Such a “bottom–up” ap-
proach facilitates the construction of complex molecular
devices with better functionality using step by step subunit
association, and it could lead to rational nanofabrication.4


A further motivation of studying biomimetic systems
comes from the necessity to understand the molecular
interactions in the hetereogeneous and interfacial struc-
tures. With this end in view, the recent theoretical work
on the molecular interaction in chiral and polar am-
phiphilic molecules and the interpretation of experimental
results are discussed in this Account.


Chirality- and Polarity-Dependent
Intermolecular Interactions in Amphiphiles:
Related Experimental Observations
An early study of chirality effects in amphiphilic aggregates
goes back to more than 50 years. Hotten and Birdsall
reported that salts of 12-hydroxysteraic acid produce
twisted structures in bilayer gels depending upon the
chirality of the amphiphile.16 Later, definitive correlations
between handedness and the chiral helical structures
formed in bilayer gels have been reported.5,16–24 Langmuir
monolayers are successful model systems to correlate the
molecular chirality with the mesoscopic structure.4,12–15


The experimental results on the morphology of the
condensed-phase domains and the two-dimensional lat-
tice structure, obtained from Brewster angle microscopy
(BAM) and grazing incidence X-ray diffraction (GIXD),
provide an excellent resource for molecular interpreta-
tions.14 When the monolayer of a chiral amphiphile is
composed of a pure enantiomer, the molecules within the
corresponding domains develop mutual intermolecular
azimuthal orientation. Whereas the molecular tilt from the


normal remains unchanged, the continuous or sudden
variation of the azimuthal orientation is a feature of the
enantiomerically pure domains. The intermolecular ori-
entation varies along the length and width of the domain.
This mutual orientation is propagated over the meso-
scopic length scale, and the domains or fragments of
domains become curved [see parts A, C, and F (a and b)
and B (a) of Figure 1].


In general, the racemic domains do not show aniso-
tropic shape development (see parts A and D of Figure
1). This indicates that either the mutual intermolecular
azimuthal orientation is absent or cancelled over the
mesoscopic length scale in the case of heterochiral race-
mic systems. However, chiral separation occurs in the
cases where the racemic domains develop curved arms
with opposite handedness (parts B, C, and F of Figure 1).
This happens when the interaction between the same
enantiomers (D–D or L–L) is favored over the two different
enantiomers (D–L) and is designated as homochirality,
whereas the opposite case where the interaction of the
two different enantiomers (D–L) is more favored than the
interaction between the same type of enantiomers (D–D


or L–L) is called heterochirality.


Representative examples of condensed-phase domains,
where chiral discrimination have been observed, are
shown for dipalmitoyl phosphatidylcholine (DPPC), pal-
mitoyl aspartic acid (PAA), stearoyl serine methyl ester
(SSME), N-tetradecyl-γ,δ-dihydoxypentanoic acid amide
(TDHPAA),25 1-O-hexadecyl glycerol (HDG), and 1-stearyl-
amine glycerol (SAG)26 in Figure 1.


The HDG monolayers revealed subtle features of chiral
discrimination not observed previously (Figure 1E).27,28 In
this system, the surface pressure of the main-phase
transition of the pure enantiomers is above that of the
racemic mixture, indicating a heterochiral preference. On
the other hand, the appearance of spirals with opposite
curvatures at the same domain in racemic monolayers
suggests chiral segregation, which means a homochiral
preference. The simultaneous observation of surface-
pressure-dependent hetero- as well as heterochirality
based on the domain morphology is of special interest.


Chirality influences the features of both mono- and
bilayers via the intermolecular interaction. The result is
the induction of a curvature in three dimension giving rise
to a helix with typical handedness in the three-dimen-
sional assembly (bilayer) and the induction of two-
dimensional curved domain shapes in monolayers at the
air/water interface. The most fascinating aspect of the
domains composed of chiral molecules is that the sense
of their curvature (or their handedness) is completely
specific for the concerned chirality. Explicitly, if the
condensed-phase domains of the D-enantiomeric mono-
layers show right handedness, the L-enantiomeric mono-
layers give left handedness and vice versa [see parts A, C,
and F (a and b) of Figure 1]. The monolayers of hetero-
chiral racemic mixtures cannot show any curvature or
chiral segregation. The significance of the corresponding
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experimental results and their theoretical interpretations
are discussed in the context of microscopic theoretical
studies.


Striking variations in monolayer domain shapes and
features are observed when chirality effects are absent in
heterochiral racemic systems. This suggests studying the
role of dipolar interactions for the specifity of the domain
shape. Although the chemical structures of the amide,
ether, ester, and amine monoglycerol amphiphiles are
quite similar, their domain shapes are dramatically dif-
ferent (Figure 2).29 The crystalline nature of the monolayer
domains increases from the amine to the amide monoglyc-
erols. The amide domains are thin and brittle, with the
highest orientational correlation. On the other hand, the
monoglycerol amine domains are of fractal nature with
certain fluidity, with far less orientational correlation. The
crystallinity and orientational correlation of the monoglyc-
erol ester and ether domains fall between the monoglyc-
erol amide and amine. These observations indicate that
the molecular dipolar properties should be responsible
for the drastic change over longer length scales.


An interesting anomaly has been observed in racemic
HDG monolayers, which points out a subtle interplay of
the dipolar interaction at the interface. The domain shape
of numerous amphiphilic monolayers studied thus far
follows the tendency to be more compact at low temper-
atures and to increase the contact line or elongate the
shape at higher temperatures. This is expected from the
temperature dependence of two competing factors in
determining the shape, namely, the line tension and
dipolar repulsion. The line tension decreases with increas-
ing temperature. In contrast, compact domain shapes are
formed at higher temperatures of racemic HDG mono-
layers, whereas elongated arms or even long stripes are
developed, as the temperature is lowered.30 This is shown
in Figure 3. Such a behavior suggests a dominating role
of the dipolar interaction for the shape change. That is
substantiated by a detailed analysis of dipolar components
at the air–water interface.


Considerable differences in the equilibrium domain
shape also exist between enantiomeric phospholipids of
similar chemical structure, such as palmitoyl phosphati-
dylcholine (DPPC) and dipalmitoyl phosphatidylethanol-
amine (DPPE). Whereas the DPPC has N(CH3)3


+ present
in the head group, the DPPE headgroup has NH3


+ in the
corresponding molecular segment. The observed differ-
ences in the domain shape, explicitly, the elongated arms


of DPPC and the nearly round shape of DPPE, are
obviously due to the difference in the polarity of the head
groups. A comparison of the dipolar interaction can
provide insight into the role of dipolar repulsion in
determining the domain shape variation.31


A theoretical framework starting from the molecular
structure should be the basis in understanding the ex-
perimental findings.


Chirality-Dependent Intermolecular
Interactions: Microscopic Theoretical Results
Andelman and coworkers used a model in which the chiral
molecule is assumed to be composed of a chiral carbon
to which four groups are attached.32 This model is limited
by modeling a three-dimensional molecule as a planar
tripod and consideration of only near-neighbor distance-
dependent interactions. A more realistic theory of the
helical structure in bilayers was developed8 in which the
effective pair potential between a pair of chiral molecules
is calculated to find the mutual orientation at minimum
energy. It is reasonable to infer that the subtle stereo-
genicity at the chiral center of a chiral molecule is
responsible for driving the aggregate shape to a particular
morphology.


It is possible to predict and understand the structure
formation from an effective intermolecular pair potential
between the chiral centers of the monomers of the
aggregate. Minimally, this potential should depend only
upon the distance and the orientation between the two
participating chiral amphiphilic molecules. This effective
pair potential can then be used to find the relative
arrangement of a pair of molecules. The minimal energy
conformation of the aggregate can be studied by changing
the orientation of the groups and reducing the distance
between the chiral centers. The molecules are in a closed
packed structure with a small separation between them.
Thus, one expects short-range, both repulsive and attrac-
tive, interactions to play an important role in these
systems. It is found that, for mirror-image isomers in the
racemic modification, the minimum energy conformation
is a nearly parallel alignment of the molecules. On the
other hand, the same for a pair of molecules of one kind
of enantiomer favors a tilt angle between them, thus
leading to the formation of a helical morphology of the
aggregate. It is also shown that the sense of the helix can
be predicted from the effective pair potential description.
In all considered cases, a complete agreement between
the theoretical prediction and the experimental results33


was observed. This surprising success of the simple and
straightforward early molecular approach strongly indi-
cates that the formation of meso- or macroscopic chiral
structures, such as a helix, can be predicted from the
intermolecular energy profile when the molecular chiral
structure is considered explicitly. However, these early
studies made several approximations that needed modifi-
cation.


In recent years, a more detailed molecular approach
has been attempted for monolayers.3,17,29–31,33–41 The


FIGURE 3. Domain shapes of rac-HDG monolayers at (a) 278.15 K,
π ) 0.1 mN/m, (b) 288.15 K, π ) 2.2 mN/m, and (c) 308.15 K, π ) 18
mN/m.
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theory assumes that the intermolecular pair potential
determines the mesoscopic chiral structure of the con-
densed-phase domain. It investigates the orientation and
distance dependencies of the pair potential between
neighboring chiral amphiphilic molecules. The objective
is to find the most favorable mutual azimuthal angle at
various separations when a pair of molecules is in their
minimal energy state with individual molecules in their
most likely conformational state.


While entropic factors contribute to the aggregation of
amphiphiles, the study of the intermolecular energy profile
suffices to explain the chirality-dependent structural
features of amphiphilic aggregates for the following
reason. Entropy changes during the aggregation of pure
enantiomers or racemic mixtures into respective domains
are not significantly different because the changes in
rotational, translational, and vibrational degrees of free-
dom of the molecules as a result of the transfer from a
free state to an aggregated state should be similar for L–L


(or D–D) and L–D pairs. Consequently, the entropy differ-
ence hardly contributes to the observed difference in the
aggregate shape, such as the mirror-image relation of the
opposite curvatures [see parts A, C, and F (a and b) of
Figure 1] or the intersection angle of main growth direc-
tions [see Figure 1D (a and b)]. Thus, the energy profile is
important to determine chirality-related effects.


For molecules as large as amphiphiles, the potential
energy profile is a function of a large number of degrees
of freedom. In principle, the intermolecular energy profile
should be calculated as a function of all intra- as well as
intermolecular degrees of freedom, which are relevant to
the interface. However, the intermolecular energy varia-
tion against many of them is redundant when chirality-
induced effects are of interest. Systematic approximations
have been made in numerical calculations to handle large
molecular systems.


To reduce the variables in the numerical calculation
of pair potential, the molecular structure of the am-
phiphile has been approximated at various levels of
molecular detail while retaining the spatial chirality
around the stereogenic center intact. Initially, a tetrahedral
model with equivalent sphere representation of the groups
has been used.8,17 In the spirit of the condensed-state
theories, the tetrahedral model assumes that equivalent
spheres are effective representations of the groups or
atoms of the molecular structure that are attached to the
chiral center. Hence, the calculated effective pair potential
provides essential information about the chirality-induced
orientation dependence between molecules. This model
has been successfully applied to mono-17,34,35 and bi-
layers.8,33 The theoretically predicted handedness agrees
well with the experimental data. Subsequently, coarse-
grained molecular models have been applied to DPPC and
PAA monolayers.36–39 In these studies, the alkyl chains are
assumed to be composed of spherical groups, such as
–CH2–, –CH3, etc., and are in all-trans configuration,
which is a reasonable approximation of the molecular
state in condensed phases where chirality effects are
relevant. However, different head-group conformations


are possible, and it is necessary to locate the most likely
conformational state of the head group, as considered in
theoretical studies.36 The atomic coordinates of PAA in
its energy-minimized state, obtained from semi-empirical
quantum mechanical calculations, are used to calculate
the intermolecular pair potential.40 The effects of coarse
graining on the theoretical predictions are also evalu-
ated.38


Recently, the handedness of PAA has been studied
using the three-layered hybrid quantum mechanical–mo-
lecular mechanical model.41 Aspartic and palmitic acids
are optimized separately at the level of the ab initio
Hartree–Fock theory. The optimized structure of aspartic
acid compares well with the experimental enantiomeric
crystal structure and ensures that the most likely confor-
mation is considered. Individual energy-minimized struc-
tures are used to generate the enantiomeric PAA and are
further subjected to energy minimization with the hybrid
method.42 The three-layered hybrid with the combined
molecular orbital and molecular mechanics method is
used for the optimization. The ab initio theory is applied
to the atoms of the head-group region involved in
hydrogen bonding in the head-group region. The semi-
empirical theory is used for atoms of the head-group
region that are not directly involved in hydrogen bonding.
The low-level molecular mechanical theory is applied for
the alkyl chain part. Once the probable molecular con-
formational structure is assigned, the intermolecular pair
potential is calculated with rigid geometry as a function
of the distance and mutual orientation. The assumption
of rigid geometry is supported by the fact that the
individual molecules are in their most likely state. Because
the tilt from the normal is unchanged on an average in
the monolayers, the remaining variable to be investigated
is the azimuthal orientation. Note that approximations
made above are not necessary ingredients of the theory.
When enhanced computational time is available, the
molecular structure can be considered with the higher
level electronic structure-based method for studying the
intermolecular energy profile.


Optimized structures of a pair of molecules are used
to calculate the azimuthal projection of the molecular
pairs. The pair of molecules shows a distinct minimum
at the mutual azimuthal orientation that corresponds to
the handedness at the optimized separation (Figure 4).
The other handedness is unfavorable. A mutual large tilt
between the molecules is also unfavored in agreement
with the concept that molecules should not have a large
mutual tilt in the condensed phase. The energy surface is
gradually flattened with increasing intermolecular separa-
tion. This is in agreement with the common wisdom that
chirality-induced effects decrease at large intermolecular
distances. The handedness defined in reference to the
growth direction of an aggregate depends upon how one
considers the growth of an aggregate. The theory indicates
that it is possible to understand the structure of the
condensed-phase domains from the intermolecular pair
potential, which has been observed to be strongly orienta-
tion-dependent in the condensed phase of monolayers.
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The orientation dependence acts over a mesoscopic length
scale in the condensed phase, where the “rotation in a
cone” is restricted because of the dense packing, and it is
smaller than that in the fluid monolayer phase.


The orientation depenendence of chirality-dependent
interactions is clearly evident from theoretical studies of
chiral discrimination energies.38,39 Calculations of the pair
potential of SSME, PAA, and TDHPAA indicate homochiral
preference obtained for both the packing of a molecule
pair (separation at low energy states) and the intermo-
lecular energy profile. The enantiomeric pairs of these
amphiphiles are more closely packed and have a lower
pair potential minimum than the racemic pairs. The pair
potential shows that homochirality is preferred at shorter


intermolecular separtions, whereas heterochirality is pre-
ferred at larger separations and is also a function of the
intermolecular orientation. The predicted novel crossover
of homo- and heterochirality and the orientation depen-
dence is a new observation.


The distance- and orientation-dependent crossover of
homo- and heterochiral discrimination is also confirmed
by experimental and theoretical studies of HDG mono-
layers.39 Also, in that case, the theoretical calculation of
the pair potential for intermediate mutual separation
indicates a heterochiral preference, whereas a homochiral
preference is concluded to be gradually preferred for
relatively shorter separations. This result explains the
experimental finding of a heterochiral preference re-


FIGURE 4. (A) Molecular orientation at the air/water interface. (B) Pair potential profile for PAA calculated using the hybrid quantum mechanical/
molecular mechanical method.
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sulting from the higher phase-transition pressure of the
enantiomeric monolayer compared to that of the mono-
layer of the racemic mixture. On the other hand, the
appearance of spirals with opposite curvatures within the
same domains of racemic monolayers indicates chiral
segregation of the two enantiomers, suggesting a homo-
chiral preference above the transition pressure. Both
homo- and heterochiral discriminations are not only
dependent upon the interpair separation but also upon
their mutual orientation. Chirality-dependent interactions
are not dominant at relatively larger separations (corre-
sponding to the fluid phase), and in all cases, the
calculated discrimination approaches zero at large separa-
tions.


It is interesting to note that chiral discrimination and
chiral segregation are experimentally found only in Lang-
muir monolayers, but they are not yet observed in more
complicated amphiphilic systems, such as bilayers or
three-dimensional liquid crystalline states. The reason
may be differences in the nature of orientation-dependent
intermolecular interactions in these systems.


Polarity-Dependent Interaction: Theoretical
Results
For monolayers at the air/water interface, little experi-
mental information is available about the structure of
head groups or their dipolar nature. However, as shown
in the experimental section, the drastic change in the
domain morphology caused by a subtle modification of
the head-group structure suggests a dipolar origin. Be-
cause of the presence of the interface, the head-group
dipole is restricted within the aqueous subphase (generally
insignificant polarity exists in the alkyl chain region) and
it is useful to consider the in-plane (plane of the interface)
and out-of-plane components of the dipole moment. In
the fluid phase of amphiphilic monolayers, the in-plane
component cancels out on an average (because of the free
rotation of the molecule at the interface), whereas it is
not cancelled in the condensed monolayer phases because
of the restricted molecular rotation. Because of the large
conformational space available for the head-group region,
a number of minimum energy conformations are studied
using semi-empirical quantum mechanical methods and
the corresponding dipole moments are calculated. Sub-
sequently, from the theortically calculated conformation
and GIXD data, it is possible to calculate the populations
of in-plane and out-of plane components of the dipole
moment assuming that the geometry of the molecule is
rigid and the molecule is oriented on average according
to the X-ray diffraction data.


The theoretically calculated population of dipole mo-
ments for the amphiphilic monoglycerols follows the
sequence amine < ether < ester < amide.29 The calculated
dipolar energies also follow the same trend for different
possible mutual head-group orientations (Figure 5).29


These results are in good agreement with the features of
the domain shape of the monoglycerols observed experi-


mentally, as described in Figure 2. The variations in the
head-group molecular structure drastically alter the do-
main shape, and the theoretical calculations conclusively
reveal the important role of the electrostatic interactions
for the mesoscopic domain architecture.


Quantum mechanical calculations of molecular dipole
moments and the analysis based on X-ray data have been
performed to gain insight into reasons for the interesting
anomalous temperature-dependent variation of glycerol
ether domains, as described in the experimental section
(see Figure 3). The results reveal that the azimuthal
orientation of the molecules enhances the in-plane dipole
moment at lower temperatures, which dictates the anoma-
lous shape transition.30 For all conformers studied, the
ratios of in-plane/out-of-plane dipole moments are higher
at lower temperatures relative to those at higher temper-
atures. This demonstrates that the temperature depen-
dence of the molecular tilt and azimuthal orientation can
have a decisive influence on the contribution of in-plane
dipole moments aligned to a particular direction to the
electrostatic repulsive interaction. The higher in-plane
dipole moments at lower temperatures favor the elongated
shapes along the azimuthal tilt direction. The ordering of
amphiphiles will be more at lower temperatures, which
is also expected to favor the alignment of dipoles toward
the azimuthal direction and, thereby, to increase the
repulsive interaction in that direction.


The foregoing studies indicate that the analysis of the
dipole moments for a population of probable head-group
conformations is useful in correlating the features of the
aggregate shape when a subtle change in the chemical
structure influences the polarity. It should be useful to
sample the head-group conformational space in detail and
further analyze the population of the charge distribution
in the head-group region. For future studies, the inclusion
of the air/water interface into the microscopic consider-
ation would be a complicated but desirable feature.


Intermolecular Interaction: Overview of
Theoretical Results
First, theoretical works have been presented to explain
the highly substance-specific orientational order of con-
densed-phase domains observed in amphiphilic mono-
and bilayers. The studies demonstrate that the intermo-
lecular interaction profile is strongly orientation-depend-
ent for dissymmetric molecules and gradually losses
symmetry with increasing dissymmetry of the molecules
concerned.43 The increasing dissymmetry in the pair
potential profile indicates preferential orientations be-
tween molecules rather than arbitrary mutual orientation.
The preferred mutual orientation is the controlling factor
of morphology in the condensed phase of aggregates. The
concept of broken symmetry, as used in the continuum
theory, naturally arises from the microscopic view point,43


and there is no need to invoke artificially the existence of
a preferred orientation in the free-energy expression. It
is also shown that individual molecular structures at
various levels of detail (tetrahedral model, coarse grained,
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atomistic, or electronic structure based) used to calculate
the intermolecular energy profile are successful in de-
scribing the properties of the aggregate. The molecular
chirality is dependent upon the configuration with a
certain population of low-energy conformations. Hence,


once the essential spatial dissymmetry of a given config-
uration is incorporated into the theoretical consideration,
the observed manifestations of chirality at the condensed
phase can be correlated with the microscopic structure.
When the conformational variation is large (i.e., at en-


FIGURE 5. (A) Comparison of the population of the normal component of dipole moments of four monoglycerols, as referred to in Figure 2.
(B) Comparison of the in-plane component of dipolar energies of four monoglycerols, as referred to in Figure 2.
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hanced temperature), the effect of spatial dissymmetry can
be drastically reduced because the intermolecular energy
profile losses its orientation dependence (or preference).


Concluding Remarks
Little molecular understanding has been available thus far
of the chiral structure–function relationship in biological
systems. The role of chirality at lower levels for the
formation of higher level structures has not been clarified
because of the structural hierarchy in biological systems.
In most cases, the higher level structure is the functional
form. The contribution of chirality of lower level blocks
to a higher level structure and function is therefore
necessary to understand. The study of biomimetic sys-
tems, as described in this Account, is a first step in this
direction. Thus far, the objective of these studies was to
correlate the molecular chiral structure and polarity with
the properties of mesoscopic length scale aggregates and
to gain insight into the role of the interactions involved.
A few microscopic theoretical studies were initiated
toward understanding chirality-dependent interactions in
mimetic systems, such as compounds with nucleic acid
mimetic head groups and amino acids.44,45 More work is
required regarding the subtle but decisive principle of
chirality in nature.


Other bottom–up studies haves been directed toward
understanding the driving forces for the aggregation
(condensation) processes of amphiphilic monolayers.
Different types of interactions including hydrogen bonding
have been successfully considered. Using semi-empirical
quantum chemical methods, thermodynamic quantities
(enthalpy, entropy, and Gibbs energy) of the dimerization
and clusterization in finite and infinite clusters of fatty
alcohols and long-chain alcohols have been calculated.46–49


The results have been correlated to the main-phase
transition of the amphiphiles at the air/water interface and
allowed for a conclusion on the properties of cluster
formation, the ordering at clusterization, and reorganiza-
tion of clusters.


Despite the experimental and theoretical studies of
biomimetic models, the complexity of large biological
systems requires more detailed and systematic studies to
understand the role of the molecular interaction influ-
enced by chirality and polarity. Such work may contribute
knowledge to the difficult, complex question, on which
basis nature has developed diverse biological structures
with highly specific functionality.


The work described in this Account was supported in part by
the Council of Scientific and Industrial Research, Government of
India, the Alexander von Humboldt Stiftung, Germany, and the
Max Planck Institute of Colloids and Interfaces, Germany.
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ABSTRACT
Over the last 2 decades, the rapid development of new synthetic
routes for the preparation of expanded porphyrin macrocycles has
allowed for the exploration of a new frontier consisting of “por-
phyrin-like” coordination chemistry. In this Account, we summarize
our exploratory forays into the still relatively poorly explored area
of oligopyrrolic macrocycle metalation chemistry. Specifically, we
describe our successful formation of both mono- and binuclear
complexes and, in doing so, highlight the diversity of coordination
modes available to expanded porphyrin-type ligands. The nature
of the inserted cation, the emerging role of tautomeric equilibria,
and the importance of hydrogen-bonding interactions in regulating
this chemistry are also discussed.


1. Introduction
Living systems routinely synthesize tetrapyrrolic macro-
cycles, in either their metal-free forms (e.g., pheophorbide)
or, more commonly, the corresponding metal complexes
(e.g., chlorophyll, heme, coenzyme B12, etc.). The resulting
species have been called “the pigments of life” because
they perform a variety of fundamental biological functions
that lie at the very core of life as we understand it.1


While the extraordinary chemistry of these tetrapyrrolic
compounds continues to fascinate chemists, biologists,
and materials scientists, the last few decades have wit-
nessed the development of a new class of ligands termed
“expanded porphyrins”.2,3 The defining feature of these
oligopyrrolic macrocycles is a larger internal cavity as
compared to those present in natural tetrapyrroles. More
specifically, expanded porphyrins are macrocyclic com-
pounds containing heterocyclic units (pyrrole, furan, or
thiophene-like) linked together, either directly or through
spacers, so that the internal ring pathway contains at least
17 atoms.


Over the past 3 decades, the chemistry of expanded
porphyrins has brought about remarkable synthetic ad-
vances and provided new insights into the fundamental
features of aromaticity.4 More recently, the scope of


expanded porphyrin chemistry has grown to encompass
the field of anion binding and transport.5 However, one
of the main motivating forces behind the synthesis of
expanded porphyrins is that they might extend the
frontiers of “porphyrin-like” coordination chemistry.


To date, some of this latter promise has been realized.
For instance, expanded porphyrins have been used to
stabilize complexes containing typically large cations,
including those of the lanthanide and actinide series. They
have also allowed for the generation of complexes con-
taining multiple cations. These synthetic findings, com-
bined with a range of spectroscopic and physical proper-
ties, have prompted the study of expanded porphyrin
metal complexes as photosensitizers in photodynamic
therapy,6 contrast agents in magnetic resonance imaging,7


building blocks in nonlinear optical materials,8 and en-
zyme models in bioinorganic chemistry.9


While we have previously reviewed the stabilization of
actinides in oligopyrrolic macrocycles,10 in this Account,
we present our contribution to the coordination of transi-
tion metals in expanded porphyrins. With the intent to
provide a critical overview of the reported metalation
studies, we highlight the key factors influencing the metal
coordination modes and the “degrees of freedom” of the
macrocyclic cavities. As befits an Account of this type, the
focus is almost entirely on the work from our laboratory.
However, other contributions, particularly from the Chan-
drashekar,11 Osuka,12 and Furuta13 groups, have played a
key role in developing this area of chemistry. For instance,
work with N-confused and inverted porphyrins14 and
expanded porphyrins13 has provided a novel mode of
metal binding in porphyrin-like chemistry, namely, co-
ordination to the �-carbon atoms of the pyrrolic rings.
These exciting developments are extending the range of
expanded porphyrin coordination chemistry into the field
of organometallic chemistry.


2. Carbon-Bridged Systems
The expanded porphyrins that display the greatest resem-
blance to natural porphyrins are those that contain either
meso-like bridging carbon atoms or direct links between
the heterocyclic subunits. According to the nomenclature
put forward by Franck and Nonn,15 the name of these
systems consists of three parts: (1) the number of π
electrons in the shortest conjugation pathway (in square
brackets), (2) a core name indicating the number of
pyrroles or other heterocycles (e.g., pentaphyrin, hexa-
phyrin, etc.), and (3) the number of bridging carbon atoms
between each pyrrole subunit (in round brackets and
separated by dots). For instance, according to this no-
menclature, porphyrin would be named [18]tetraphy-
rin(1.1.1.1).


2.1. [22]Pentaphyrin(1.1.1.1.0) (Sapphyrin). The aro-
matic pentapyrrolic macrocycle 1 represents the first
reported example of an expanded porphyrin and was
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discovered serendipitously by Woodward and coworkers
in the early 1960s.16 Because this compound crystallizes
as a dark blue solid, Woodward assigned it the name
“sapphyrin” and thus began a trivial nomenclature for
these macrocycles whose names end with the suffix
“phyrin” or “rin” taken from porphyrin. Although limited
to widely recognized systems, this unorthodox nomen-
clature will generally be used in this Account.


The size of the cavity (ca. 5.5 Å versus ca. 4.0 Å for
porphyrins) and the presence of an additional nitrogen
donor led Woodward and his group to envision the use
of sapphyrins for metal coordination. Their early inves-
tigations showed that CoII and ZnII complexes could be
isolated but no structural information was obtained.16


When we re-examined this chemistry in the early 1990s,
we proposed that the difficulty in the characterization of
these complexes was due to the small size of the coordi-
nating cations and thus to inherent kinetic instability. In
fact, while our first metalation attempts using halides of
larger cations (e.g., HgCl2, RhCl3, and IrCl3) led to the
decomposition of the macrocycle, we were able to isolate
the first fully characterized complexes of sapphyrin using
rhodium and iridium dicarbonyl chloride salts in the
presence of triethylamine (Scheme 1).17,18


As shown in Figure 1,19 in the resulting rhodium(I) and
iridium(I) complexes, the metal carbonyl units are found
above or below the average macrocycle plane and each
metal center is bound to a dipyrrinato moiety of the


sapphyrin scaffold. This coordination mode is reminiscent
of the one reported for [Rh(CO)2]2(octaethylporphyrin)
and was later observed in several stable RhI complexes of
expanded porphyrins, such as our amethyrin,20 Chan-
drashekar’s core-modified smaragdyrin,21 Furuta’s N-
confused pentaphyrin,13 and Osuka’s N-fused pentaphy-
rin.12 Interestingly, the isolation of the mono-Rh(CO)2


complex 2 and mono-Ir(CO)2 sapphyrin 3 allowed us to
prepare the heterobimetallic species 6 by the simple
addition of Ir(CO)2(py)Cl or Rh2(CO)4Cl2, respectively
(Scheme 1).


Analogous complexes of Rh and Ir with heterosapphy-
rins have been reported (Scheme 2), including the struc-
turally characterized monothiasapphyrin-bis[dicarbonyl-
rhodium(I)]22 8 and monoselenasapphyrin-bis[dicar-
bonyliridium(I)]23 9 (Figure 2).


Our study of heterosapphyrins also led to the isolation
of mono-cobalt(II) complexes22 10a–c (Scheme 2). In
contrast to what was seen in the case of RhI and IrI, the
insertion of CoII cations was not accompanied by the
deprotonation of the ligand. Rather, a tautomeric
rearrangement of the pyrrolic protons takes place. This
allows the metal center to retain its counterions (Cl– or
OAc–) and coordinate two iminic nitrogens on neighboring
pyrrolic subunits.


To date, the metalation chemistry of sapphyrins has
not displayed the diversity observed for other macrocycles
(vide infra). However, the recent discovery of the biological
activity of hydrophilic sapphyrins24 as potential cancer
therapeutics is likely to fuel new studies of this most
venerable expanded porphyrin.


2.2. [24]Hexaphyrin (1.0.0.1.0.0) (Amethyrin). Am-
ethyrin 11, a 24 π-electron hexapyrrolic macrocycle, owes


Scheme 1


FIGURE 1. Crystal structures of the mono-Ir(CO)2 complex 3 and
the bis-Rh(CO)2 sapphyrin complex 4.


Scheme 2


FIGURE 2. Crystal structures of the bis-Ir(CO)2 selenasapphyrin
complex 9 and the mono-CoCl2 thiasapphyrin complex 10a.
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its name to the purple color (from the Greek word
amethus) displayed by its protonated form in organic
solution. This system is of considerable importance from
a historical perspective because it was the first expanded
porphyrin in which multiple modes of cation complex-
ation were demonstrated and the first with which the in-
plane coordination of two cations was established un-
equivocally.25 For instance, in an early metalation study,
it was found that the reaction of the dichloride acid salt
of amethyrin with ZnCl2 in the presence of Et3N afforded
the bis-zinc complex 12 after purification by column
chromatography (Scheme 3). X-ray diffraction analysis of
the isolated product (Figure 3) showed that each zinc
center coordinates a dipyrrinato moiety and two bridging
counterions, namely, a chloride and a hydroxyl anion
(with the latter presumably exchanged for chloride during
chromatographic purification).


In a parallel metalation study, it was found that the
reaction of amethyrin with CoCl2 produced a complex
wherein only a single metal cation is coordinated (13,
Scheme 3). In analogy to what was observed for the cobalt
complexes 10a–c of heterosapphyrins, the metal insertion
proceeds with no deprotonation of the ligand and is
accompanied by a tautomeric rearrangement that affects
the conjugation pathway of the macrocycle. As a result,
the CoII center appears to fill its coordination sphere with
two iminic nitrogen atoms from neighboring pyrrolic units
(Figure 3).


Amethyrin also forms a mono- and a bis-[Rh(CO)2]
adduct (14, Scheme 3);20 however, in contrast to what is
seen for the bis-[Rh(CO)2] complexes of octaethylporphy-
rin, sapphyrin, and various heterosapphyrins, in the case
of amethyrin, the two rhodium centers lie on the same
side of the convex, bowl-shaped macrocycle. Presumably,
this reflects the greater size of amethyrin relative to, for
example, sapphyrin.


Tests carried out with other late transition metals
confirmed that amethyrin can stabilize the formation of
bimetallic nickel(II) and copper(II) complexes. A bis-Ni
complex was obtained by treating the macrocycle free
base with Ni(acetylacetonate)2; however, this complex was
not structurally characterized, and thus, the coordination
mode of the metal centers could not be deduced.26


Conversely, the treatment of amethyrin with CuCl and
subsequent exposure to air afforded a bis-CuII complex
in which the divalent oxidation state for the copper centers
was confirmed by electron paramagnetic resonance (EPR)
and superconducting quantum interference device (SQUID)
magnetometry. In the crystal structure of complex 15, the
slightly bowl-shaped macrocycle hosts two copper centers
held at the unusually short CuCu distance of 2.761(1) Å.
Each metal cation is bound to three nitrogen donors, so
that all of the pyrrolic nitrogen atoms are engaged in metal
coordination (Figure 3).27 The required charge balance for
the overall complex led to two possible hypotheses
regarding the conjugation pathway of the macrocycle: (i)
metal insertion is accompanied by oxidation of the ligand
from a 24 π-electron to a 22 π-electron system, thereby
giving rise to a hexadentate dianionic ligand; (ii) alterna-
tively, the bis-[(µ-chloro)copper(II)](amethyrin) could be
a dianionic species with two countercations, presumably
protons, being present in the crystal structure (but not
observed experimentally). While this issue is still not
resolved, a comparison with what has been observed
recently in the case of a bis-[CuII(µ-Cl)] complex of
amethyrin isomer 16 (see below; Scheme 4) leads us to
favor the first of these hypotheses.


2.3. [24]Hexaphyrin(1.0.1.0.0.0) (Isoamethyrin). This
quaterpyrrole-containing isomer of amethyrin (16, Scheme
4) is a 24 π-electron antiaromatic system, as judged by
the strong downfield shifts of its inner NH protons (δ )
23.7, 23.9, and 24.2 ppm in CD2Cl2 at room tempera-
ture).28 Treatment of this macrocycle with the actinide
oxocations UO2


2+ and NpO2
+ is accompanied by a


dramatic color change and oxidation of the ligand to a 22


Scheme 3


FIGURE 3. Crystal structures of amethyrin complexes (from left to right: bis-ZnII complex 12, mono-CoII complex 13, bis-Rh(CO)2 complex 14,
and bis-CuII complex 15).
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π-electron aromatic system.28 As a consequence, isoam-
ethyrin is currently being evaluated for its potential use
as a colorimetric actinide sensor.29


The ability of isoamethyrin to coordinate transition
metals was recently examined. While exposure to most
transition-metal salts failed to provide evidence of com-
plex formation,29 using appropriate metal precursors, two
novel complexes could be obtained (Scheme 4).30 In
particular, it was found that treatment of the free base 16
with copper(II) acetate afforded the corresponding bis-
CuII complex 17, which bears a remarkable resemblance
to the amethyrin complex 15. In complex 17 (Figure 4),
each copper center coordinates three pyrrolic nitrogen
donors and two bridging chloride anions and the two Cu
atoms are separated by an unusually short distance
[2.744(2) Å]. As observed in the case of actinyl cations,
metal coordination is accompanied by ligand oxidation.


Interestingly, an analogue of complex 17 without the
bridging chloride anions has not been isolated to date;
rather, exposure of such putative species to any chlori-
nated solvent was found to give a chloro-bridged complex.
However, the specific origin of the chloride anions in this
complex is still under investigation.


Another structurally characterized transition-metal com-
plex of isoamethyrin, an oxovanadium(V) derivative, was
prepared by the addition of VO(O-i-Pr)3 to the free base
macrocycle at 0 °C in tetrahydrofuran (THF). The resulting
product, 18, contains a single coordinated VO2


+ cation
that is ligated to three (only) of the potential six pyrrolic
donor atoms. The cationic species is also hydrogen-bound
to one of the pyrrolic NH protons through one of the oxo
ligands (Figure 4). The result is a bimodal stabilization
analogous to that seen in a different kind of oxovanadium
expanded porphyrin complex (cf. complex 38, Section 3.3).
Separate from this, both the crystallographic and nuclear
magnetic resonance (NMR) spectroscopic data are con-
sistent with the macrocyclic scaffold undergoing nucleo-
philic attack by a hydroxide anion at the R carbon of a
pyrrole ring during the course of metal insertion. This type
of reactivity, while unusual, has been observed previously
during the formation of our uranyl sapphyrin complex31


and Osuka’s bis-CuII complexes of meso-aryl-substituted
hexaphyrins.32 In one extreme case reported by Osuka and
coworkers, metal insertion was found to occur concur-
rently with hydrolytic cleavage of a pyrrole ring.33


3. Nitrogen-Bridged Systems
Imine-containing pyrrolic macrocycles or Schiff-base
expanded porphyrins34 are systems wherein a meso car-
bon is formally substituted by a nitrogen atom. In many
cases, the metal complexes of such systems have proven
to be more stable than the metal-free forms. In other
cases, the macrocycle is obtained most easily as the result
of direct metal-templating procedures, as appreciated by
workers in the area since the first seminal studies of Schiff-
base pyrrolic macrocycles by Fenton and coworkers.35 As
a consequence, the coordination chemistry of nitrogen-
bridged expanded porphyrins has generally evolved in
parallel with their synthetic development.


3.1. Texaphyrin. Arguably, the best studied of the
Schiff-base oligopyrrolic macrocycles is texaphyrin (19,
Scheme 5). This system represents the first expanded
porphyrin for which a rich coordination chemistry was
described. It thus played an important historical role in
terms of showcasing some of the advantages of “expand-
ing” the porphyrin core.


Scheme 4


FIGURE 4. Crystal structures of bis-CuII isoamethyrin 17 and
oxovanadium(V) isoamethyrin derivative 18.


Scheme 5


Transition-Metal Complexes of Expanded Porphyrins Sessler and Tomat


374 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 40, NO. 5, 2007







The lutetium(III) and gadolinium(III) complexes of a
water-soluble texaphyrin have been the subject of clinical
studies as potential photosensitizers and radiation en-
hancers for arteriosclerotic disease and cancer, respec-
tively. The chemistry involved in these medical applica-
tions lies outside the scope of this Account and has been
reviewed elsewhere.6


The penta-aza core of texaphyrin is 20% larger than
that of porphyrin and offers a “lone-star” pentagonal array
of nitrogen donors that provide a single negative charge
when the ligand is deprotonated. In the early 1990s, this
cavity was found to be suitable for the coordination of all
nonradioactive lanthanide(III) cations;36 however, it was
not until 2002 that a series of first-row transition-metal
complexes (MnII, FeIII, CoII, NiII, and ZnII) of texaphyrin
were reported.37 In the case of these latter cations, it was
found that the metal insertion proceeds through a simul-
taneous oxidation/metalation process analogous to the
one previously observed in the preparation of lanthanide
complexes. Specifically, the nonaromatic texaphyrin mac-
rocycle 19, termed “sp3 texaphyrin” because of the
hybridization state of the meso-like carbon bridges,
undergoes oxidation to the aromatic form upon complex-
ation of the metal cation (Scheme 5).


The FeIII complex 20 of texaphyrin was isolated as a
µ-oxo dimer, a common product in iron porphyrin chem-
istry.38 Conversely, the corresponding manganese and
cobalt texaphyrin complexes, 21 and 22, feature MnII and
CoII centers, respectively, even though these cations are


typically stabilized in the +3 oxidation state in porphyrins.
Presumably, the increased cavity size, as well as the
decreased ligand charge, favors the stabilization of lower
oxidation states, which are found in rather uncommon
six- or seven-coordinate geometries (cf., e.g., the crystal
structure of 21 in Figure 5).


Finally, the solid-state structure of the ZnII complex 24
provided the first example of texaphyrin acting as a
tridentate ligand (Figure 5). In fact, the relatively small
ZnII cation is seen to coordinate only the tripyrro-
lyldimethene fragment. This stands in contrast to what is
observed in the case of the largest lanthanide cations (e.g.,
LaIII), where the metal centers are found to sit above the
plane of the pentadentate macrocycle. These two kinds
of complexes thus represent opposite ends of the texa-
phyrin coordination “spectrum”.


The availability of texaphyrin transition-metal com-
plexes provided an incentive to investigate their potential
biomedical applications. In the context of this work, a
water-soluble MnII texaphyrin complex was prepared; it
was found to act in vitro as a catalyst for the decomposi-
tion of peroxynitrite,39 a reactive oxygen species whose
cytotoxic effects have been implicated in numerous
disorders, including cancer, amyotrophic lateral sclerosis,
and atherosclerosis.


3.2. Dipyrromethane-Based Macrocycles. The use of
dipyrromethane derivatives for the synthesis of expanded
porphyrins dates back to the mid-1980s, specifically to the
seminal work of Mertes (now Bowman-James) and co-
workers, who reported the preparation of the so-called
“accordion porphyrins”. These macrocycles, with two
accordion-like aliphatic chains bridging two dipyr-
romethane moieties, were initially isolated as binuclear
lead and copper complexes.40 Later, a bis-MnII accordion
porphyrin complex was found to act as a functional mimic
for binuclear enzymes, such as mono-oxygenases9 and
catalases.41


More recently, we reported the preparation of the
dipyrromethane-based macrocycle 25, which proved to


FIGURE 5. Crystal structures of texaphyrin complexes 21 and 24.


Scheme 6
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be an efficient receptor for the chloride anion.42 However,
the wide nitrogen-rich cavity of this ligand prompted us
to investigate its potential as a binucleating cation recep-
tor. While our first metalation attempts using simple iron
salts (e.g., FeCl3, Fe(acetylacetonate)3, and [Fe(CH3CN)6]-
[AlCl4]2) failed to afford identifiable metal complexes, the
organometallic Fe2Mes6 reagent proved to be an excellent
iron source.43 This organometallic species is a convenient
deprotonating agent and, further, does not introduce any
anionic counterion into the reaction mixture. The reac-
tions of 25 (both as the free base and as the dihydrochlo-
ride salt) with iron and copper mesityl reagents are
summarized in Scheme 6; the structures of the resulting
complexes are depicted in Figure 6.


The µ-oxo bis-FeIII complexes 26 and 27 were the first
examples of iron complexes in which a FeIII–O–FeIII bridge
is stabilized within a single macrocyclic framework.
Interestingly, however, the structures of the complexes
obtained during the metal insertion reaction depended
upon the protonation state of the starting macrocycle. In
complex 26, obtained from the free base 25, the macro-
cycle behaves as a bis-tetradentate ligand. On the other
hand, when the same reaction conditions are applied to
the corresponding acid salt, 25·2HCl, the resulting complex
27 features a bis-tridentate ligand and retains two chloride
anions.


The dramatic effect of the starting form of the ligand
on the coordination modes within the macrocycle cavity
was further established by a related study involving the
formation of copper complexes from 25.44 The reaction
of Cu5Mes5 with 25·2HCl gave the bis-CuI complex 29,
which retains two chloride anions of the starting material
and does not involve the pyrrolic nitrogen atoms in metal
coordination. Conversely, the treatment of the free base
25 with Cu5Mes5 at room temperature and subsequent
air oxidation of the resulting putative CuI species afforded
the bimetallic CuII complex 28, wherein the macrocycle
behaves as a bis-tetradentate ligand for two copper centers
constrained within what is essentially a square-planar
geometry. The coordination mode of the copper atoms
in this binuclear complex is reminiscent of the bis-CuII


accordion porphyrin reported by Mertes et al. (vide supra)9


and other copper complexes of oligopyrrolic Schiff-base
macrocycles as described by Brooker et al.45


The versatility of this oligopyrrolic Schiff-base macro-
cycle was further highlighted by the work of Love and
Arnold, who reported the preparation of a bis-PdII com-
plex46 and a mono-UO2


2+ adduct47 of 25 as well as an


unusual metal-directed expansion of the macrocycle
scaffold.48 Interestingly, the monouranyl complex could
be used as a substrate for the further coordination of MnII,
FeII, and CoII cations to afford three different heterobi-
metallic complexes.49


3.3. Bipyrrole-Based Macrocycles. The appearance of
the bipyrrole subunit in a Schiff-base expanded porphyrin
dates back to the early 1990s, namely, to the synthesis of
the tetrapyrrolic octa-aza macrocycle 30 (Scheme 7). Our
first investigations revealed that 30 binds methanol within
its cavity, thus providing the first example of neutral
substrate complexation by an expanded porphyrin.50


Early metalation studies revealed that macrocycle 30
reacts readily with simple metal salts to give binuclear NiII,
CuII, and ZnII complexes (Scheme 7 ). The crystal structure
of the bis-NiII complex 31 showed that the two metal
centers coordinate the macrocycle via the iminic nitrogen
atoms, whereas the pyrrolic NH protons are engaged in
hydrogen-bonding interactions with the acetate counter-
ions (Figure 7).51


A recent re-examination of this chemistry indicated that
30 can also be used for the coordination of monovalent
cations, such as CuI and AgI.51,52 As previously observed
for the bis-NiII complex 31, the X-ray crystal structures of
the copper(I) and silver(I) complexes, 34 and 36, respec-
tively, revealed that the monovalent metal cations coor-
dinate 30 through the iminic nitrogens and not the
pyrrolic nitrogen atoms.


FIGURE 6. Crystal structures of bis-FeIII complexes 26 and 27, bis-CuII complex 28, and bis-CuI complex 29.


Scheme 7
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A new CuII complex (35, Scheme 7) was obtained
through air-oxidation of the bis-CuI complex 34.51 An
X-ray structural analysis (Figure 7) revealed that the
macrocycle adjusts to the increased metal charges through
a dramatic conformational change that allows for the
coordination of an anionic pyrrolic nitrogen donor to each
metal center. Presumably, this rearrangement reflects the
fact that, in the absence of other available anionic coun-
terions, the coordination mode is driven by the change
in the oxidation state of the metal centers.


More recent studies of the coordination chemistry of
30 revealed that the complexation of silver cations is
subject to strong cooperative behavior.52 This latter
conclusion was supported by a combination of NMR and
UV–vis spectroscopic experiments, which served to dem-
onstrate that coordination of a first silver(I) cation acti-
vates the macrocycle strongly toward the complexation
of a second silver ion. Such positive homotropic alloster-
ism was unprecedented in expanded porphyrin chemistry,
and hence, receptor 30 could be the first example of a
new (and potentially large) class of hosts for cooperative
metal coordination.


The bipyrrolic subunit is also featured in the smaller
Schiff-base macrocycle 37, which was shown to bind the
uranyl and neptunyl cations.53 We recently found that this
system acts as a receptor for a lighter congener of the
actinide oxocations, namely, the VO2


+ cation.54 Interest-
ingly, NMR spectroscopic data and X-ray diffraction
analysis of the oxovanadium(V) adduct 38 revealed that
the metal ion does not react with the free base macrocycle
37 but rather with enaminic tautomer 37′ (Scheme 8). As
a consequence of this enamine-imine tautomeric re-


arrangement, the nonspherical cation VO2
+ is accom-


modated through metal–ligand interactions involving
three pyrrolic nitrogens, as well as via hydrogen-bonding
interactions involving a pyrrolic NH and an enaminic NH
(Figure 8). The coordination of the VO2


+ cation by 37′ is
important not only because it provides the first structurally
characterized example of early transition-metal coordina-
tion in an expanded porphyrin but also because it
represents an interesting case of bimodal (i.e., covalent
and noncovalent) recognition of a nonspherical guest
within an oligopyrrolic receptor.


3.4. Other Systems. A dipyrromethane subunit, com-
bined with a diamidopyridine fragment, is featured in the
Schiff-base hybrid macrocycle 39. This ligand, which
proved to be an effective anion-binding receptor,55 can
be selectively oxidized to the conjugated di-iminodipyr-
romethene system 40 (Scheme 9). A first metalation study
of this macrocycle has shown that the PdII cation binds
preferentially to the pyrrolic moiety, both in the dipyr-
romethane system 41 and in the oxidized dipyrromethene
analogue 42.56


4. Concluding Remarks
A major thrust of modern coordination chemistry is the
engineering of nano-scaled spaces for the stabilization,
activation, and/or recognition of metal ions. In the
expanded porphyrin field, this has inspired the prepara-
tion of a number of macrocyclic receptors and the
subsequent exploration of their cavities as novel coordi-
nation environments. These initial investigations have
begun to reveal what promises to be a very diverse
coordination chemistry. For instance, the metalation
chemistry of texaphyrin was found to run the gamut from
the large lanthanide cations to the small zinc(II) ion.
Moreover, the cobalt complexes of sapphyrin and am-
ethyrin, as well as the vanadium complex of the Schiff-


FIGURE 7. Crystal structures of complexes 31, 34, 35, and 36 (side view) derived from macrocycle 30. The methoxy groups on the phenyl
rings and the alkyl substituents on the pyrrole rings have been removed for clarity.


Scheme 8


FIGURE 8. Crystal structure of the oxovanadium(V) complex 38
showing two hydrogen-bonding interactions with one of the oxo
ligands.
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base macrocycle 37, have served to showcase the role of
tautomeric equilibria in the metalation of conjugated
expanded porphyrins. Studies of congeners 25 and 30
have illustrated the importance of macrocycle protonation
and counterion effects in terms of defining the final
structure of a given metal-containing complex. Finally, the
role played by hydrogen-bonding interactions in the
cooperative binding of AgI cations in 30 and the bimodal
recognition of the nonspherical VO2


+ cation in the Schiff-
base system 38 and isoamethyrin 18 reveals a supramo-
lecular aspect to the coordination chemistry of oligopy-
rrolic macrocycles that could provide a starting point for
future investigations.


Given the large number of expanded porphyrin systems
currently being reported in the literature, we expect that
this area of research will grow rapidly in the near future.
It has the potential to produce metal complexes with
properties very different from those stabilized in more
common tetrapyrrolic macrocycles, including porphyrins.
The chemistry of bimetallic expanded porphyrin com-
plexes is particularly promising, because it will likely
provide new opportunities to investigate magnetic inter-
actions and engineer binuclear catalytic centers wherein
two metal ions act in a concerted way on a given reaction
substrate. In any event, expanded porphyrin complexes
have already demonstrated their potential utility in fields
as diverse as drug discovery, bio-inspired catalysis, optical
data storage, and nuclear-waste remediation, and it is
likely that this will continue to be the case.


The work reviewed in this Account was supported by grants to
J.L.S. from the National Science Foundation, the National Institute
of Health, and the U.S. Department of Energy. E.T. thanks the
Robert A. Welch Foundation for a Professional Development
Award. The authors are grateful to a number of talented graduate
students, postdoctoral fellows, and collaborators whose names are


cited in the references and whose considerable efforts have made
expanded porphyrin coordination chemistry a reality.


References
(1) Battersby, A. R.; Fookes, C. J. R.; Matcham, G. W. J.; McDonald, E.


Biosynthesis of the pigments of life—Formation of the macrocycle.
Nature 1980, 285, 17–21.


(2) Jasat, A.; Dolphin, D. Expanded porphyrins and their heterologs.
Chem. Rev. 1997, 97, 2267–2340.


(3) Sessler, J. L.; Weghorn, S. J. Expanded, Contracted and Isomeric
Porphyrins; Pergamon: New York, 1997.


(4) Sessler, J. L.; Seidel, D. Synthetic expanded porphyrin chemistry.
Angew. Chem., Int. Ed. 2003, 42, 5134–5175.


(5) Sessler, J. L.; Gale, P. A.; Cho, W. S. Anion Receptor Chemistry;
Royal Society of Chemistry: Cambridge, U.K., 2006.


(6) Sessler, J. L.; Miller, R. A. Texaphyrins—New drugs with diverse
clinical applications in radiation and photodynamic therapy. Bio-
chem. Pharmacol. 2000, 59, 733–739.


(7) Young, S. W.; Qing, F.; Harriman, A.; Sessler, J. L.; Dow, W. C.;
Mody, T. D.; Hemmi, G. W.; Hao, Y. P.; Miller, R. A. Gadolinium(III)
texaphyrin: A tumor selective radiation sensitizer that is detectable
by MRI. Proc. Natl. Acad. Sci. U.S.A. 1996, 93, 6610–6615.


(8) Rath, H.; Sankar, J.; PrabhuRaja, V.; Chandrashekar, T. K.; Nag,
A.; Goswami, D. Core-modified expanded porphyrins with large
third-order nonlinear optical response. J. Am. Chem. Soc. 2005,
127, 11608–11609.


(9) Reiter, W. A.; Gerges, A.; Lee, S.; Deffo, T.; Clifford, T.; Danby, A.;
Bowman-James, K. Accordion porphyrins—Hybrid models for
heme and binuclear monooxygenases. Coord. Chem. Rev. 1998,
174, 343–359.


(10) Sessler, J. L.; Vivian, A. E.; Seidel, D.; Burrell, A. K.; Hoehner, M.;
Mody, T. D.; Gebauer, A.; Weghorn, S. J.; Lynch, V. Actinide
expanded porphyrin complexes. Coord. Chem. Rev. 2001, 216, 411–
434.


(11) Chandrashekar, T. K.; Venkatraman, S. Core-modified expanded
porphyrins: New generation organic materials. Acc. Chem. Res.
2003, 36, 676–691.


(12) Shimizu, S.; Osuka, A. Metalation chemistry of meso-aryl-
substituted expanded porphyrins. Eur. J. Inorg. Chem. 2006, 1319–
1335.


(13) Srinivasan, A.; Furuta, H. Confusion approach to porphyrinoid
chemistry. Acc. Chem. Res. 2005, 38, 10–20.


(14) Chmielewski, P. J.; Latos-Grazynski, L. Core-modified porphyrins—A
macrocyclic platform for organometallic chemistry. Coord. Chem.
Rev. 2005, 249, 2510–2533.


(15) Franck, B.; Nonn, A. Novel porphyrinoids for chemistry and
medicine by biomimetic syntheses. Angew. Chem., Int. Ed. 1995,
34, 1795–1811.


(16) Bauer, V. J.; Clive, D. L. J.; Dolphin, D.; Paine, J. B.; Harris, F. L.;
King, M. M.; Loder, J.; Wang, S. W. C.; Woodward, R. B.
Sapphyrins—Novel aromatic pentapyrrolic macrocycles. J. Am.
Chem. Soc. 1983, 105, 6429–6436.


(17) Sessler, J. L.; Cyr, M. J.; Burrell, A. K. Sapphyrins—New life for an
old expanded porphyrin. Synlett 1991, 127–134.


(18) Burrell, A. K.; Sessler, J. L.; Cyr, M. J.; McGhee, E.; Ibers, J. A.
Metal–carbonyl complexes of sapphyrins. Angew. Chem., Int. Ed.
1991, 30, 91–93.


(19) In all of the crystal structures depicted in this Account, the
hydrogens bound to carbon atoms have been removed for clarity.


(20) Sessler, J. L.; Gebauer, A.; Guba, A.; Scherer, M.; Lynch, V.
Synthesis and X-ray crystallography of RhI carbonyl complexes
of amethyrin. Inorg. Chem. 1998, 37, 2073–2076.


(21) Sridevi, B.; Narayanan, S. J.; Rao, R.; Chandrashekar, T. K.; Englich,
U.; Ruhlandt-Senge, K. meso-Aryl smaragdyrins: Novel anion and
metal receptors. Inorg. Chem. 2000, 39, 3669–3677.


(22) Sessler, J. L.; Burrell, A. K.; Lisowski, J.; Gebauer, A.; Cyr, M. J.;
Lynch, V. Cobalt(II) and rhodium(I) metal complexes of thia- and
oxasapphyrins. Bull. Soc. Chim. Fr. 1996, 133, 725–734.


(23) Lisowski, J.; Sessler, J. L.; Lynch, V. Synthesis and X-ray structure
of selenasapphyrin. Inorg. Chem. 1995, 34, 3567–3572.


(24) Magda, D.; Lecane, P.; Wang, Z.; Cortez, C.; Thiemann, P.; Ma, X.;
Boswell, G.; Hemmi, G.; Naumovski, L.; Miller, R. A.; Cho, D. G.;
Sessler, J.; Karaman, M. W.; Hacia, J. G. In vitro and in vivo
antitumor activity of hydrophilic sapphyrins, a new class of tumor
selective drugs. Clin. Cancer Res. 2005, 11, 9156S–9156S.


(25) Sessler, J. L.; Weghorn, S. J.; Hiseada, Y.; Lynch, V. Hexaalkyl
terpyrrole—A new building block for the preparation of expanded
porphyrins. Chem.—Eur. J. 1995, 1, 56–67.


(26) Hannah, S.; Seidel, D.; Sessler, J. L.; Lynch, V. New chemistry of
amethyrin. Inorg. Chim. Acta 2001, 317, 211–217.


Scheme 9


Transition-Metal Complexes of Expanded Porphyrins Sessler and Tomat


378 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 40, NO. 5, 2007







(27) Weghorn, S. J.; Sessler, J. L.; Lynch, V.; Baumann, T. F.; Sibert,
J. W. Bis[(µ-chloro)copper(II)]amethyrin: A bimetallic copper(II)
complex of an expanded porphyrin. Inorg. Chem. 1996, 35, 1089–
1090.


(28) Sessler, J. L.; Seidel, D.; Vivian, A. E.; Lynch, V.; Scott, B. L.; Keogh,
D. W. Hexaphyrin(1.0.1.0.0.0): An expanded porphyrin ligand for
the actinide cations uranyl (UO2


2+) and neptunyl (NpO2+). Angew.
Chem., Int. Ed. 2001, 40, 591–594.


(29) Sessler, J. L.; Melfi, P. J.; Seidel, D.; Gorden, A. E. V.; Ford, D. K.;
Palmer, P. D.; Tait, C. D. Hexaphyrin(1.0.1.0.0.0). A new colorimetric
actinide sensor. Tetrahedron 2004, 60, 11089–11097.


(30) Sessler, J. L.; Melfi, P. J.; Tomat, E.; Lynch, V. M. Copper(II) and
oxovanadium(V) complexes of hexaphyrin(1.0.1.0.0.0). J. Chem.
Soc., Dalton Trans. 2007, 629–63210.1039/b617620h.


(31) Burrell, A. K.; Cyr, M. J.; Lynch, V.; Sessler, J. L. Nucleophilic attack
at the meso position of a uranyl sapphyrin complex. J. Chem. Soc.,
Chem. Commun. 1991, 1710–1713.


(32) Shimizu, S.; Anand, V. G.; Taniguchi, R.; Furukawa, K.; Kato, T.;
Yokoyama, T.; Osuka, A. Biscopper complexes of meso-aryl-
substituted hexaphyrin: Gable structures and varying antiferro-
magnetic coupling. J. Am. Chem. Soc. 2004, 126, 12280–12281.


(33) Shimizu, S.; Tanaka, Y.; Youfu, K.; Osuka, A. Dicopper and disilver
complexes of octaphyrin(1.1.1.1.1.1.1.1): Reversible hydrolytic
cleavage of the pyrrolic ring to a keto-imine. Angew. Chem., Int.
Ed. 2005, 44, 3726–3729.


(34) Callaway, W. B.; Veauthier, J. M.; Sessler, J. L. Schiff-base
porphyrin and expanded porphyrin analogs. J. Porphyr. Phthalocy.
2004, 8, 1–25.


(35) Adams, H.; Bailey, N. A.; Fenton, D. E.; Moss, S.; Jones, G.
Monobinuclear and homobinuclear copper(II) complexes of pyr-
role-containing Schiff-base macrocycles. Inorg. Chim. Acta 1984,
83, L79–L80.


(36) Sessler, J. L.; Mody, T. D.; Hemmi, G. W.; Lynch, V. Synthesis and
structural characterization of lanthanide(III) texaphyrins. Inorg.
Chem. 1993, 32, 3175–3187.


(37) Hannah, S.; Lynch, V.; Guldi, D. M.; Gerasimchuk, N.; MacDonald,
C. L. B.; Magda, D.; Sessler, J. L. Late first-row transition-metal
complexes of texaphyrin. J. Am. Chem. Soc. 2002, 124, 8416–8427.


(38) Scheidt, W. R. In The Porphyrin Handbook; Kadish, K. M., Smith,
K. M., Guilard, R., Eds.; Academic Press: San Diego, CA, 2000; Vol.
3, pp 70–82.


(39) Shimanovich, R.; Hannah, S.; Lynch, V.; Gerasimchuk, N.; Mody,
T. D.; Magda, D.; Sessler, J.; Groves, J. T. MnII-texaphyrin as a
catalyst for the decomposition of peroxynitrite. J. Am. Chem. Soc.
2001, 123, 3613–3614.


(40) Acholla, F. V.; Mertes, K. B. A binucleating accordion tetrapyrrole
macrocycle. Tetrahedron Lett. 1984, 25, 3269–3270.


(41) Gerasimchuk, N. N.; Gerges, A.; Clifford, T.; Danby, A.; Bowman-
James, K. Dimanganese(II) accordion porphyrin as a functional
model for catalases. Inorg. Chem. 1999, 38, 5633–5636.


(42) Sessler, J. L.; Cho, W. S.; Dudek, S. P.; Hicks, L.; Lynch, V. M.;
Huggins, M. T. Synthesis and study of a calixpyrrole–texaphyrin
chimera. A new oligopyrrolic chloride anion receptor. J. Porphyr.
Phthalocy. 2003, 7, 97–104.


(43) Veauthier, J. M.; Cho, W. S.; Lynch, V. M.; Sessler, J. L.
Calix[4]pyrrole Schiff-base macrocycles. Novel binucleating ligands
for µ-oxo iron complexes. Inorg. Chem. 2004, 43, 1220–1228.


(44) Veauthier, J. M.; Tomat, E.; Lynch, V. M.; Sessler, J. L.; Mirsaidov,
U.; Markert, J. T. Calix[4]pyrrole Schiff-base macrocycles: Novel
binucleating ligands for CuI and CuII. Inorg. Chem. 2005, 44, 6736–
6743.


(45) Li, R. Q.; Mulder, T. A.; Beckmann, U.; Boyd, P. D. W.; Brooker, S.
Dicopper(II) and dinickel(II) complexes of Schiff-base macrocycles
derived from 5,5-dimethyl-1,9-diformyldipyrromethane. Inorg. Chim.
Acta 2004, 357, 3360–3368.


(46) Givaja, G.; Blake, A. J.; Wilson, C.; Schroder, M.; Love, J. B.
Macrocyclic diiminodipyrromethane complexes: Structural ana-
logues of Pac-Man porphyrins. Chem. Commun. 2003, 2508–2509.


(47) Arnold, P. L.; Blake, A. J.; Wilson, C.; Love, J. B. Uranyl complex-
ation by a Schiff-base polypyrrolic macrocycle. Inorg. Chem. 2004,
43, 8206–8208.


(48) Givaja, G.; Blake, A. J.; Wilson, C.; Schroder, M.; Love, J. B. Metal-
directed ring-expansion in Schiff-base polypyrrolic macrocycles.
Chem. Commun. 2005, 4423–4425.


(49) Arnold, P. L.; Patel, D.; Blake, A. J.; Wilson, C.; Love, J. B. Selective
oxo functionalization of the uranyl ion with 3d metal cations. J. Am.
Chem. Soc. 2006, 128, 9610–9611.


(50) Sessler, J. L.; Mody, T. D.; Lynch, V. Neutral substrate complexation
by an expanded porphyrin. J. Am. Chem. Soc. 1993, 115, 3346–
3347.


(51) Sessler, J. L.; Tomat, E.; Mody, T. D.; Lynch, V. M.; Veauthier, J. M.;
Mirsaidov, U.; Markert, J. T. A Schiff-base expanded porphyrin
macrocycle that acts as a versatile binucleating ligand for late first-
row transition metals. Inorg. Chem. 2005, 44, 2125–2127.


(52) Sessler, J. L.; Tomat, E.; Lynch, V. M. Positive homotropic allosteric
binding of silver(I) cations in a Schiff base oligopyrrolic macrocycle.
J. Am. Chem. Soc. 2006, 128, 4184–4185.


(53) Sessler, J. L.; Gorden, A. E. V.; Seidel, D.; Hannah, S.; Lynch, V.;
Gordon, P. L.; Donohoe, R. J.; Tait, C. D.; Keogh, D. W. Character-
ization of the interactions between neptunyl and plutonyl cations
and expanded porphyrins. Inorg. Chim. Acta 2002, 341, 54–70.


(54) Sessler, J. L.; Tomat, E.; Lynch, V. M. Coordination of oxovanadi-
um(V) in an expanded porphyrin macrocycle. Chem. Commun.
2006, 4486–4488.


(55) Sessler, J. L.; Katayev, E.; Pantos, G. D.; Scherbakov, P.; Reshetova,
M. D.; Khrustalev, V. N.; Lynch, V. M.; Ustynyuk, Y. A. Fine-tuning
the anion binding properties of 2,6-diamidopyridine dipyrromethane
hybrid macrocycles. J. Am. Chem. Soc. 2005, 127, 11442–11446.


(56) Katayev, E. A.; Ustynyuk, Y. A.; Lynch, V. M.; Sessler, J. L. Mono-
palladium(II) complexes of diamidopyridine–dipyrromethane hy-
brid macrocycles. Chem. Commun. 2006, 4682–4684.


AR600006N


Transition-Metal Complexes of Expanded Porphyrins Sessler and Tomat


VOL. 40, NO. 5, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 379












Nanoparticle Interaction with
Biological Membranes: Does
Nanotechnology Present a Janus
Face?
PASCALE R. LEROUEIL,‡,⊥ SEUNGPYO HONG,†,⊥


ALMUT MECKE,§,⊥ JAMES R. BAKER, JR.,⊥


BRADFORD G. ORR,§,⊥ AND
MARK M. BANASZAK HOLL*,†,‡,⊥ ,X


Program in Macromolecular Science and Engineering,
Departments of Chemistry and Physics, Graham
Environmental Sustainability Institute, and Michigan
Nanotechnology Institute for Medicine and Biological
Sciences, University of Michigan, Ann Arbor, MI 48109


Received November 13, 2006


�w This paper contains enhanced objects available on the
Internet at http://pubs.acs.org/journals/achre4.


ABSTRACT
Polycationic organic nanoparticles are shown to disrupt model
biological membranes and living cell membranes at nanomolar
concentrations. The degree of disruption is shown to be related to
nanoparticle size and charge, as well as to the phase–fluid, liquid
crystalline, or gel–of the biological membrane. Disruption events
on model membranes have been directly imaged using scanning
probe microsopy, whereas disruption events on living cells have
been analyzed using cytosolic enzyme leakage assays, dye diffusion
assays, and fluorescence microscopy.


Introduction
A great deal of optimism exists regarding the potential
impact of nanotechnology upon the biomedical sciences.
It is hoped that nanoscale materials, defined as 1–100 nm
by the National Nanotechnology Initiative, the Food and
Drug Administration, and ASTM International, will interact
effectively and specifically with the components of cells


such as membranes, proteins (both enzymatic and struc-
tural), and nucleic acids. Note that all of these important
cellular structures are themselves nanometer in scale.
Noncellular biological species such as viruses and prions
may also most effectively be controlled and explored using
nanomaterials and nanotechnology.


The development of therapeutics and diagnostics that
take advantage of well-defined nanoscale polymeric scaf-
folds called poly(amidoamine) (PAMAM) dendrimers is a
major focus of the interdisciplinary team working at the
Michigan Nanotechnology Institute for Medicine and
Biological Sciences (MNiMBS).1–3 PAMAM dendrimers can
be synthesized and purified to provide excellent polydis-
persity values (∼1.01) and, as graphically illustrated in
Figure 1, provide a range of sizes relevant to the nanoscale
components of biology.


A particularly successful implementation of these materi-
als has been the development of targeted chemotherapeutic
agents. A combination of synthetic and analytical chemistry,
in vitro cell biology, and in vivo experiments employing
xenograft KB tumors in mice has allowed the nanoengineer-
ing of a therapeutic agent on a generation 5 (G5) PAMAM
platform that can effectively deliver methotrexate to the
tumor with no apparent side effects to the animal (Figure
2).1,3 In this case, the nanoscale drug delivery platform has
increased the therapeutic effectiveness by at least 10-fold.
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At the dose ranges published to date, which are greater than
the LD50 value for free methotrexate, no harmful effects have
been noted in histology studies.1


In the course of the research program to develop the
functional nanoparticle highlighted in Figure 2, we noted
that many of the nanoparticles invented, both by us and
by others, appeared inherently nonselective and that the
nanosize scale of the devices might play a role in how the
materials nonselectively passed through the plasma mem-
brane of cells. Understanding this aspect of the nanopar-
ticles is a key to designing the most selective, and therefore
effective, chemotherapeutic platforms. Similar polymeric
nanoparticle platforms are employed for cell transfection
and are being developed for in vivo gene delivery; thus
the behavior of this class of nanoparticles is of substantial
general interest.4 Another perspective regarding nonselec-
tive uptake into cells by nanoparticles relates to concerns


regarding cytotoxicity.5–12 Does this behavior betray a
tendency of nanoparticles to penetrate the membranes
of cells and therefore provide clues to a potential negative
impact upon human health and the environment? This
was the scientific context existing in our group as we
initiated a program to explore these questions as part of
our interdisciplinary National Cancer Institute Uncon-
ventional Innovations grant funded in 1999.


Initial Studies;The Surface Scientist’s View
Many studies already existed in the literature describing
the interactions of PAMAM dendrimers, as well as other
chemically similar polymers, with biological membranes.
These studies, employing a wide range of techniques
including dye diffusion in liposomes,13 electron paramag-
netic resonance (EPR),14 and a variety of biological
assays,15–18 provide convincing evidence that the PAMAM
dendrimers, and other amine-containing polymers, in-
teract strongly with lipid bilayers and cell plasma mem-
branes to induce substantial membrane permeability and,
if sufficiently concentrated, cell lysis.19–21 Indeed, these
membrane disrupting properties were taken advantage of
for the commercial development of cell transfection agents
such as Superfect and jetPEI. Despite extensive work in
this field, the vast majority of experimental studies
examined the interaction using bulk techniques.


In order to obtain a nanoscale view of the interactions,
we turned to scanning probe microscopy (SPM) studies
of supported lipid bilayers (SLBs).22–27 Key considerations
when selecting a SLB for experiments include the head
group, lipid chain length, and presence of unsaturation,
which all have an impact on a crucial parameter, lipid
bilayer phase. We wanted to mimic typical mammalian
cell behavior so we selected dimyristoylphosphatidyl
choline (DMPC), which has a zwitterionic head group and
exists in the liquid-crystalline fluid phase under our typical
imaging conditions. The interactions of G5 and G7 PAM-
AM dendrimers (∼10–20 nm in diameter when spread on
a surface28) with DMPC bilayers are illustrated in Figure
3, panel I.24,27 The primary amine-terminated macromol-
ecules, containing 128 and 512 positives charges, respec-
tively, per nanoparticle at neutral pH, interact with the
lipid bilayer to varying degrees. The G7 dendrimer initiates
the formation of ∼20 nm holes in the plateau regions of
the SLB and expands the size of existing holes. The G5
dendrimer does not initiate the creation of new holes in
the bilayer but does expand the size of existing holes and
defects.


The generality of the membrane disruption behavior
observed for the PAMAM dendrimers was explored by
studying an additional set of polycationic organic poly-
mers, namely, poly(L-lysine) (PLL), polyethyleneimine
(PEI), and diethylaminoethyl-dextran (DEAE-dextran), as
well as two neutral polymers, poly(ethylene glycol) (PEG)
and poly(vinyl alcohol) (PVA).23 PLL, PEI, and DEAE-
dextran were selected because they are commonly used
and commercially available materials for cell transfection
as nonviral gene delivery vectors. These polymers have


FIGURE 1. Absolute size comparison of PAMAM dendrimers to
several key proteins.


FIGURE 2. Schematic of multifunctional targeted nanodevice based
on the PAMAM dendrimer scaffold.
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also been employed as platforms for drug delivery ap-
plications. PEG and PVA were selected because they are
commonly employed “biocompatible” polymers that are
neutral. The polycationic polymers once again exhibited
substantial membrane disruption behavior, including
nanoscale hole formation (Figure 4, panel I). The sub-
stantial polydispersity index of the PEI (3.44) and DEAE-
dextran (32.90) make detailed mechanistic comparisons
of the action of the polymers difficult. For such polydis-
perse materials, we do not know which portion of the
sample is active with the membrane. Thus, specific
comparison and contrast of the physical properties of
these materials, such as the role of size and charge density,
is premature. The neutral polymers PEG and PVA did not
induce membrane disruption over a similar concentration
range.


The selection of DMPC to achieve a liquid-crystalline
SLB phase turned out to be of critical importance.
Experiments carried out using a cooled DMPC membrane
containing both the gel and liquid-crystalline phases
showed that only the liquid-crystalline phase was dis-
rupted (Figure 5).26


These experimental results were intriguing for a number
of reasons: (1) nanoscale hole formation in lipid bilayer
membranes was directly imaged; (2) the trend of dendrimer
molecular weight with hole formation efficiency was con-
sistent with previously published transfection, dye diffusion,
and cytotoxicity data;22 (3) the observations were shown to


generalize to other polycationic polymer species such as PLL,
PEI, and DEAE-dextran;23 (4) membrane phase was shown
to be crucial,26 suggesting that interpretation of cell biology
experiments exploring uptake of materials at low tempera-
ture must be carefully considered; (5) a mechanism for hole
formation in lipid bilayer membranes and cell plasma
membranes was proposed. Although the results obtained
using SLBs were both surprising and intriguing, there were
many possible caveats in applying any of the lessons learned
to understanding the interactions of the dendrimers and
polycationic polymers and nanoparticles more generally with
biological membranes. In particular, the DMPC SLBs em-
ployed lack many of the key components of a cell plasma
membrane including the variety of head groups, tail lengths,
and degrees of saturation, glycolipids, protein (∼50% of a
mammalian cell membrane), and cholesterol.29 Further-
more, the biological environment also includes a variety of
cations and anions. The interaction of polycationic materials
with biological membranes has been shown to be strongly
counterion dependent in a series of papers by Sakai and
Matile.30–32 Although it is possible to create much more
sophisticated SLB model systems taking into account a wide
variety of additional parameters noted above, they still
remain quite crude approximations of a living cell’s plasma
membrane. Thus, rather than performing experiments in-
creasing the complexity of the SLB model, we decided it
would be best to assess whether the lessons learned from


FIGURE 3. Dendrimer interactions with biological membranes. Panel I: AFM observation of DMPC-supported lipid bilayers (a,c,e) before and
after incubation with (b) G7-NH2, (d) G5-NH2, and (f) G5-Ac PAMAM dendrimers. Panel II: Space-filling models of chemical structures of (a)
G7-NH2, (b) G5-NH2, and (c) G5-Ac PAMAM dendrimers. Panel III: LDH leakage as a result of cell exposure to PAMAM dendrimers, showing
(a) size effect of G7-NH2 and G5-NH2 on the LDH leakage out of KB and Rat2 cells after incubation at 37 °C for 3 h and (b) surface group
dependency on the LDH leakage at different temperatures. Note that larger dendrimers (G7-NH2) induce formation of new nanoscale holes
in the bilayers as seen in the AFM images and cause a greater amount of LDH leakage out of live cells than G5-NH2. G5-NH2 dendrimers do
not cause new hole formation in the lipid bilayers but instead expand pre-existing defects. In contrast, G5-Ac dendrimers do not cause hole
formation, expansion of pre-existing defects, or LDH leakage out of live cells.


�w Movies in AVI format of panel Ia,b, panel Ic,d, and panel Ie,f are available.
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the SLBs had any relevance to experimental observations on
plasma membranes for living cells in culture.


A Polymer Scientist Visits the Biology
Laboratory
Numerous studies in the literature indicated that polyca-
tionic organic polymers such as PAMAM dendrimers, PLL,
PEI, and DEAE-dextran permeabilize cell plasma mem-
branes.20,33 In order to obtain the best comparison with


the SPM data that we had obtained (Figures 3–45),24,26,27


we re-examined this line of experimentation.


If nanoscale holes are being introduced into the
living cell plasma membranes, cytosolic enzymes such
as lactate dehydrogenase (LDH) or luciferase (Luc) may
be released into the cell media. In addition, if the
membrane is challenged with charged small molecule
dyes, for example, cationic propidium iodide (PI) or
anionic fluorescein, the normally excluded dyes should
diffuse across the membrane barrier if nanoscale holes
or pores are present.


The results of the enzymatic leakage assays are pre-
sented in panel III of Figures 3 and 4.22 Both G5 and G7
PAMAM dendrimers cause the leakage of LDH. The
magnitude of LDH leakage is greatest for G7, consistent
with the observation that the G7 dendrimer is also the
most active in nanoscale hole formation for SLBs. Similar
results were also observed for the leakage of Luc from KB
and Rat2 cells transfected to express this enzyme in their
cytosols. The G5 PAMAM dendrimer that has had the
surface primary amine groups acetylated, G5-Ac, no longer
protonates in aqueous solution at pH 7.34 In the same
concentration ranges, G5-Ac does not initiate nanoscale
hole formation in SLBs (Figure 3, panel I) nor does it cause
LDH or Luc leakage (Figure 3, panel III). Following this
same trend, the cationic polymers PEI, PLL, and DEAE-
dextran also cause LDH leakage, whereas the neutral
polymers PEG and PVA do not (Figure 4, panel III).23 Note
that concentrations of the polymers in Figure 4 were
expressed by weight (µg/mL) instead of using nanomolar
concentrations since PDIs of those polymers were signifi-


FIGURE 4. Interactions of other polymeric nanoparticles with biological membranes. Panel I: AFM observation of DMPC-supported lipid bilayers
(a,c,e) before and after incubation with (b) PLL, (d) PEI, and (f) DEAE-DEX, respectively. Panel II: Chemical structures of (a) PLL, (b) PEI, and (c)
DEAE-DEX. Panel III: LDH leakage out of (a) KB and (b) Rat2 cells as a result of exposure to the various polymeric nanoparticles at 37 °C for 3 h.
Note that polycationic polymers induce the enzyme leakage whereas charge neutral polymers such as PEG and PVA do not.


�w A movie in AVI format of panel Ic,d is available.


FIGURE 5. Interaction of G7-NH2 with a supported DMPC bilayer
consisting of both gel (L�* phase, lighter shade) and liquid-crystalline
phase (LR phase, darker shade). The G7-NH2 preferentially forms
holes in the liquid-crystalline phase of the bilayer.
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cantly higher than those of dendrimers and the molarity
of these solutions is not well defined.23


Do nanoscale polymers crossing the cell plasma
membrane necessarily cause LDH leakage? We explored
this question by measuring the degree of LDH leakage
for G5-NH2 and comparing it with the amount of LDH
leakage for the uptake of G5-Ac–FA (FA ) folic acid).22


The uptake of G5-Ac–FA follows a receptor-mediated
endocytosis pathway that is wholly blocked by the
presence of an excess of FA indicating that receptor-
mediated endocytosis is the only pathway by which this
material enters the cell. The G5-Ac–FA particle enters
the cell with no LDH leakage demonstrating that
cytosolic enzyme leakage is not an intrinsic part of a
∼5 nm particle entering a cell.


The effect of surface charge and morphology on
polymer uptake into KB and Rat2 cells was tested by using
the fluorescently labeled nanoparticles G5-NH2–FITC, G5-
Ac–FITC, G7-NH2–AF488, and PLL–FITC (Figure 6) (FITC
) fluoroscein isothiocyanate; AF488 ) AlexaFluor 488).
All of the polycationic materials, G5-NH2–FITC, G7-
NH2–AF488, and PLL–FITC, were observed to internalize
when incubated with the cells for 1 h at 37 °C. By way of
contrast, the neutral G5-Ac–FITC did not internalize or
even bind to the cell membrane. Recall that G5-Ac does
not cause cytosolic enzyme leakage or cause holes to form
in SLBs (Figure 3). The observation that G5-NH2 did not
cause cytosolic enzyme leakage at 6 °C, whereas G7-NH2


still did,22 prompted experiments with cells at low tem-
perature to see whether the lack of cytosolic enzyme
leakage was accompanied by a change in the degree of
polymer internalization. The experiments were also
prompted by the observation that G7-NH2 only appears
to disrupt fluid liquid-crystalline phase regions of SLBs


and does not cause holes in gel phase regions (Figure 5).
Consistent with these observations, it was noted that G7-
NH2–AF488, which causes cytosolic enzyme leakage even
at 6 °C, still internalized into Rat2 cells at 4 °C (Figure
6e), albeit to a lesser degree than at 37 °C (Figure 6c). By
way of contrast, G5-NH2–FITC, which does not cause
cytosolic leakage at 6 °C, did not internalize into Rat2 cells
but did bind to the cell plasma membrane (Figure 6f).


What Is a “Hole” or “Pore” in a Cell Plasma
Membrane?
Our experiments point to the formation of a “hole” or
“pore” in the living cell membranes as a possible mecha-
nistic hypothesis. The meaning of the term “hole” or
“pore” with respect to a living cell’s membrane requires
clarification. The limiting case is the complete loss of a
region of the plasma membrane in direct analogy to the
holes observed experimentally for the SLBs (see Figures
3–45).24,26,27 In this case, a literal hole in the bilayer
membrane exists (Figure 7b). Questions to be answered
regarding such holes include the distribution of sizes,
density in the membrane, and lifetime. In principle, the
distribution of sizes could be tested as a bulk experiment
employing differently sized probes. The density of holes
or pores and the lifetime require direct measurements in
single cells and are thus more challenging.


Membrane permeability could also arise from a reduc-
tion in density of the plasma membrane. In this case, a
hole or pore corresponds to a region of reduced material
(lipid, protein, cholesterol, etc.) (Figure 7c). Another
possibility for the nature of the hole or pore involves a
change in plasma membrane content. For example, the
formation of dendrimer/lipid vesicles could create a
localized region that was lipid-poor and protein- and


FIGURE 6. Internalization of polycationic polymers into cells observed by confocal laser scanning microscopy: (a) KB cells and (b) Rat2 cells
incubated with 200 nM G5-NH2–FITC at 37 °C for 1 h; Rat2 cells incubated with (c) 200 nM G7-NH2–AF488 and (d) PLL–FITC at 37 °C for 1 h.
Images e and f show Rat2 cells incubated with (e) G7-NH2–AF488 and (f) G5-NH2–FITC at 4 °C for 1 h. Note that G7-NH2–AF488 dendrimers
exhibit some degree of internalization at the low temperature as compared with G5-NH2–FITC. Panel g shows Rat2 cells incubated with
G5-Ac–FITC, used as a negative control, at 37 °C for 1 h. Panel h shows a differential interference contrast (DIC) image of confocal image e.
Green fluorescence indicates polymeric nanoparticles conjugated with FITC or AF488.
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cholesterol-rich (Figure 7d). For all cases, the distribution
of sizes, the density, and the lifetime of such lipid-poor
regions remain to be quantified.


The term hole or pore can refer to a wide range of
structural changes that could lead to enhanced permeability
ranging from the formation of an actual hole in the mem-
brane to more subtle changes in content of the membrane
leading to enhanced diffusion. Understanding the details of
these changes that lead to nanoparticle-induced membrane
permeability is a major challenge for the field.


Connections to the Literature: Mechanisms of
Nanoparticle Internalization into Cells
The interaction of polymer nanoparticles and biological
membranes is a complex process made difficult to
understand in detail by the heterogeneity of both the
nanoparticles and the cell membranes. Despite these
obstacles, great interest exists in uncovering general
principles that govern the interactions as well as details
specific to a particular polymer or type of cell. This is
due to the promise of polymeric nanoparticles for drug
and gene delivery applications. The experiments from
our laboratory are specifically focused on understanding
the nanoparticle interaction with the cell plasma mem-
brane and the mechanism of transport;active, passive,
or both;into cells. The transfection process is com-
monly used as a primary assay to study polymer
transport into cells.16,35 We have consciously avoided
this approach for these studies because of the number
and complexity of the steps required for successful
transfection after the polymer has breached the plasma
membrane. In addition, the polymer/DNA complexes,
ranging from ∼10 to 2000 nm in size and typically
referred to as “polyplexes”, are substantially larger than
the polymers themselves, and this may lead to mecha-


nistic changes.36–39 Three primary hypotheses for the
uptake of polycationic nanoparticles into cells have
been postulated in the literature: (1) energy-dependent
endocytosis;16,35 (2) energy-dependent formation of
nanoscale membrane holes;22,23 (3) energy-independent
membrane translocation.40–42 The relationship of the
three mechanisms to the data presented in this Account
will now be discussed.


A variety of energy-dependent endocytosis processes have
been proposed including the recent suggestions of fluid-
phase phagocytosis by Behr et al.35 and lipid raft mediated
endocytosis by George et al.16 Should these endocytosis
processes be intrinsically leaky allowing cytosolic enzymes
to escape? Our data indicates that neutral PAMAM dendrim-
ers terminated with acetamide groups, which do not nor-
mally internalize into the cell or interact with cell mem-
branes, will endocytose when conjugated to an appropriate
targeting ligand such as folic acid and that cytosolic enzyme
leakage is not inherently a part of the process.


If nanoparticles do follow endocytosis pathways, as has
been proposed, is the endocytosis process itself leaky or is
another mechanism present that causes the cytosolic en-
zyme leakage? In order to address this question, we turned
to low-temperature studies. The inhibition of polymer
uptake into cells at low temperatures (∼4–6 °C) has generally
been considered to be evidence for the inhibition of an ATP-
driven endocytosis process. However, we have recently
pointed out that cooling lipid membranes resulting in a
change from fluid phase to gel phase also inhibits hole
formation in SLBs.26 Employing G5-NH2, we noted that
uptake into cells ceased at low temperature as did LDH
leakage. Employing G7-NH2, we observed that both LDH
leakage and polymer uptake decreased but still clearly
occurred. Since the only parameter changed in these experi-
ments was the size and charge density of the polymer, this
suggested that membrane disruption, in the form of hole or
pore formation, was responsible for the continued LDH
leakage and uptake at low temperature. The G7-NH2 poly-
mer had previously been shown to be more active towards
hole formation in SLBs and to give a greater magnitude of
LDH leakage.


In order to maintain the position that endocytosis is
responsible for the continued uptake and LDH leakage of
G7-NH2 at ∼4–6 °C, it has to be posited that the G7-NH2


polymer’s greater size or charge density or both results in a
lower energetic barrier for the ATP-driven endocytosis
process. On the face of it, a lower barrier appears counter-
intuitive since the G7 particle has a substantially larger
volume (∼3.4× larger) and surface area (∼2.2× larger).43


However the larger size also allows the particle to interact
with a larger number of heparan sulfate proteoglycans
(HSPGs), which have been hypothesized to trigger the
endocytosis process.35 Work recently published by Rothen
et al. is quite interesting in this regard. They studied the
uptake of polystyrene and TiO2 particles in red blood cells
and pulmonary macrophages.44,45 These studies were par-
ticularly interesting because red blood cells lack the typical
cellular machinery for endoctyosis or phagocytosis, yet the
particles still penetrated the cell. The authors concluded that


FIGURE 7. Variants of “holes” in cell plasma membranes. (a) intact
membrane containing lipid and protein; (b) membrane with hole; (c)
membrane containing low-density regions in which the amount of
lipid and protein is reduced; d) membrane containing lipid-poor
region.
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particles enter the cells via an adhesive or diffusive mech-
anism and not the typically invoked endocytosis or phago-
cytosis mechanisms. This mechanistic proposal is roughly
consistent with the mechanistic hypotheses developed from
the SLB studies (Figures 3–45) and from our own cell culture
studies.5,22,27 Clearly, more studies are needed to fully
understand the process by which nanoparticles cross the cell
plasma membrane.


Summary
The mechanism by which nanoparticles cross the cell
plasma membranes is not well understood. Gaining a
better understanding of this mechanism has important
implications for design of drug delivery, cell transfection,
and gene therapy agents. Controlling the balance between
effectively crossing the cell plasma membrane and induc-
ing toxic effects is one of the key challenges for these
fields. Concerns regarding cell plasma membrane disrup-
tion and resulting toxicity are paramount in the minds of
nanoparticle designers focused on these applications.
However, the results of our studies indicate that the key
features of the nanoparticles related to membrane disrup-
tion, size and charge, are common to nanoparticles used
in a wide variety of applications. Indeed, amine termina-
tion of nanoparticles is a common strategy employed to
make materials water soluble and chemically reactive. The
unique properties that make synthetic nanoparticles so
fascinating for a wide variety of applications are a double-
edged sword. In answer to the question posed by the title,
we believe nanoparticles as a class will serve as powerful
new therapeutics and, when present at sufficient doses,
have the potential to act as dangerous toxins. This
behavior is not surprising. The natural nanoparticles,
oligonucleotides and proteins, as well as more complex
functional nanoparticles such as viruses, have always
presented humanity with a similar Janus face.
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ABSTRACT
A number of photofunctional molecular compounds have been
developed recently. Typical examples of these are phototunable
valence tautomeric compounds, which are now attracting great
attention. When the charge-transfer bands of some Co valence
tautomeric compounds are excited at low temperature, metastable
redox isomers can be created after irradiation. The lifetimes of the
metastable states can be more than several hours. These transfor-
mations can involve changes in the magnetic properties of the
compounds, as well as their color. Hence, these compounds can
be regarded as novel photomagnetic materials. The photorespon-
sive behaviors of these valence tautomeric compounds are similar
to those of spin-crossover complexes (light-induced excited spin-
state trapping effects).


1. Introduction
There has recently been great interest in the study of
functional molecular compounds, with the aim of devel-
oping future high-density molecular devices. In particular,
the design of phototunable compounds has attracted great
attention because of their possible application to photo-
recording and photoswitching devices.1 When molecular-
scale media are used for recording data, it is anticipated
that the size of the recording unit could be reduced to
the nanometer scale (i.e., the size of a single molecule or
a single cluster). Furthermore, it is believed that light (or


photons) will be used more and more instead of electrons
in future devices. Hence, the development of novel
photofunctional molecules is quite an important chal-
lenge. Indeed, many photofunctional molecules have
already been developed, ranging from photochromic
molecules and phototunable liquid crystals to phototun-
able molecular magnets.2–5


Among the many photoresponsive compounds that are
available, we are currently interested in developing novel
photofunctional metal complexes that exhibit valence
tautomeric behavior. One characteristic of valence tau-
tomers is that they can exhibit different distributions of
electron density, usually caused by metal–metal or met-
al–ligand electron transfer.6–21 Typical examples that
exhibit valence tautomerism are those molecules that
contain redox-active quinone ligands.6–13,16–21 As shown
in Figure 1, the quinone molecules undergo two-step
redox reactions. The one-electron reduced molecule is
named “semiquinone”, while the two-electron reduced
state is known as “catechole”. When this molecule is used
as a ligand for metal complexes, some compounds exhibit
thermally induced charge transfer (CT) between the metal
and ligand. The molecule with the original electronic
structure and the one with the altered redox state can be
regarded as redox isomers (or valence isomers). Among
the various valence tautomeric systems that have been
identified, Co compounds have been most extensively
studied. It has been reported that many Co complexes
with redox-active quinone ligands exhibit thermally in-
duced interconversion between two valence tautomers
because of intramolecular CT. These compounds are
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FIGURE 1. Quinone molecules undergo two-step redox reactions.
They can be used as redox-active ligands.
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expected to be used for future memory and switching
devices. Furthermore, the development of such CT sys-
tems is important from the viewpoint of basic science, as
well as for practical applications. This is because CT is
the key process in various biological systems. Indeed, it
has been reported that some metalloporphyrins undergo
valence tautomerism.22,23 Hence, many research groups
have been investigating the electrical, optical, and mag-
netic properties of valence tautomeric compounds. Here,
we describe the photoresponsive behavior that has been
observed in mono- and dinuclear Co complexes, which
is the field that has been studied by our group.


It should be noted that the term “valence tautomerism”
is used not only for metal complexes but also for organic
compounds. “Valence tautomerism” in organic terminol-
ogy means systems that undergo reorganization of the
bonding electrons. Bullvalene and heterocyclic com-
pounds are typical examples that exhibit such valence
tautomerism.24,25 Among the various known valence tau-
tomeric systems, in this paper, we focus only on “valence
tautomerism” involving Co complexes in which the CT
between Co and a ligand can be induced by light and
variations in temperature and not on “valence tautom-
erism” in purely organic compounds, such as bullvalene
and heterocyclic compounds.


2. Challenges in the Development of Valence
Tautomeric Compounds
Thermally induced valence tautomerism in Co com-
pounds was first reported in 1980 by Buchanan et al.26


Since then, many valence tautomeric compounds have
been developed.6–11 The valence tautomeric behavior of
the first compound is shown in Figure 2.26 The change in
the oxidation state involves a distinct color change, as well
as a change in magnetization.


To apply these materials to future molecular devices,
it is desirable that the valence tautomeric conversion can
be induced by photo-irradiation. This is because the
compounds could then be switched between their two
different states by the application of light in a given
temperature range. If this were to be realized, these
compounds could then be used in future photorecording
devices. It should be noted that spin-crossover com-
pounds can exhibit light-induced excited spin-state trap-
ping (LIESST) effects.27–30 However, trapping the light-
induced metastable state has never been reported in the
case of valence tautomeric compounds, although transient
photo-induced valence tautomerism has been observed.31,32


Furthermore, it is desirable for the valence tautomeric
conversion to exhibit a room-temperature hysteresis loop.
This would allow the compounds to take two different
states at room temperature. Then, one of the two states
could be used as the “on” state, and the other could be
used as the “off” state, in memory and switching devices.


Hence, we have been studying the development of
valence tautomeric compounds that exhibit photo-
induced valence tautomerism and a hysteresis loop, and
we have recently succeeded in preparing just such Co
complexes that are bistable in nature.13,33–39


3. Photo-induced Valence Tautomerism in
Mononuclear Compounds


3.1. Valence Tautomerism Induced by Visible Light.
We recently found that some Co complexes can exhibit
photo-induced valence tautomerism. The phototunable
Co compounds reported by our group and several other
groups are listed in Table 1.13,33–42


An example of thermally and photo-induced valence
tautomeric behavior is shown in Figure 3.37 The value of
µeff at 300 K is equal to 5.2 µB. Upon cooling, the
magnetization value suddenly decreases at about 195 K
and reaches 1.7 µB. This means that, at room temperature,
the Co complex takes the form of CoII-HS with two
semiquinone ligands. Upon cooling, an electron is trans-
ferred from the CoII-HS to the semiquinone, generating the
CoIII-LS species with catechole and semiquinone ligands.
This demonstrates that this Co complex is a valence
tautomeric compound. The transition temperature of the
valence tautomerism is 195 K. The valence tautomeric
behavior can be expressed as [CoIII-LS(3,5-dbcat)(3,5-
dbsq)(tmeda)] / [CoII-HS(3,5-dbsq)2(tmeda)], where 3,5-
dbcat, 3,5-dbsq, and tmeda are 3,5-di-tert-butyl-1,2-
catecholate, 3,5-di-tert-butyl-1,2-semiquinonate, and
N,N,N′,N′-tetramethylethylenediamine, respectively.


The photo-irradiation effects of the valence tautomeric
compounds were studied using a superconducting quan-
tum interference device (SQUID) magnetometer (Quan-
tum Design MPMS-5S). This was effective because valence
tautomerism involves a distinct change in the magnetiza-
tion value, which can easily be detected by a SQUID
magnetometer, in which the light is guided via an optical
fiber. Note that a powder sample was supported on


FIGURE 2. Valence tautomeric interconversion of a Co complex,
which was first reported by Buchanan et al.26
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commercial transparent adhesive tape and placed on the
edge of the optical fiber.


The Co valence tautomeric compounds have a ligand–
metal charge-transfer (LMCT) band around the visible
region.31,32,43 Hence, to excite the LMCT band, a laser-
diode pumped Nd:YAG laser with a wavelength of 532 nm
was used as the light source. As shown in Figure 3, the
magnetization values increase after light illumination. The
magnetization value at 5 K is ca. 1.7 µB before irradiation,
while it is ca. 2.3 µB after irradiation. The photo-induced
valence tautomeric behavior can be expressed as
[CoIII-LS(3,5-dbcat)(3,5-dbsq)(tmeda)] f [CoII-HS-
(3,5-dbsq)2(tmeda)]. Measurements of the UV–vis and the
IR spectra support the idea that the metastable
[CoII-HS(3,5-dbsq)2(tmeda)] state was created. That is, the
absorption spectra after illumination show that the
CoII-HS to 3,5-dbsq CT band at around 800 nm has


increased and that the absorption band at 2500 nm, which
is ascribable to the ligand–ligand CT band, has reduced
in intensity. Furthermore, when the complex [CoIII-LS(3,5-
dbcat)(3,5-dbsq)(tmeda)] is illuminated, the peak intensity
of the C–O stretch vibration for 3,5-dbcat is decreased.
These changes are consistent with the induction of valence
tautomerism by light.


Another example is shown in Figure 4. The valence
tautomeric transition occurs at 225 K.33 The high-
temperature phase is composed of [CoII-HS(3,5-dbsq)2-
(phen)]·(C6H5Cl), while the low-temperature phase is
[CoIII-LS(3,5-dbcat)(3,5-dbsq)(phen)]·(C6H5Cl), where phen
is phenanthroline. When [CoIII-LS(3,5-dbcat)(3,5-dbsq)-
(phen)]·(C6H5Cl) was excited by 532 nm light at 5 K, an
increase in the magnetization was observed. The values
of µeff before and after irradiation were 1.7 and 2.7 µB,


Table 1. Co Valence Tautomeric Compounds That Exhibit Photo-induced Valence Tautomerism


compound
Tc
(K) lifetime


excitation
wavelength


(nm) reference


[CoIII-LS(3,5-dbcat)(3,5-dbsq)(phen)]·(C6H5CH3)
/ [CoII-HS(3,5-dbsq)2(phen)]·(C6H5CH3)


240 >3.6 × 103 s at 5 K 532 38, 39, 40


[CoIII-LS(3,5-dbcat)(3,5-dbsq)(phen)]·(C6H5Cl)
/ [CoII-HS(3,5-dbsq)2(phen)]·(C6H5Cl)


225 6.8 × 103 s at 10 K 532
830a


33


[CoIII-LS(3,5-dbcat)(3,5-dbsq)(tmeda)]
/ [CoII-HS(3,5-dbsq)2(tmeda)]


195 1.05 × 104 s at 5 K
4.2 × 103 s at 15 K


532
830a


36, 37


[CoIII-LS(3,6-dbcat)(3,6-dbsq)(tmpda)]
/ [CoII-HS(3,6-dbsq)2(tmpda)]


165 9.0 × 102 s at 5 K 532 35


[CoIII-LS(3,5-dbcat)(3,5-dbsq)(dpa)]
/ [CoII-HS(3,5-dbsq)2(dpa)]


380 not reported 532
830a


34


[{CoIII-LS(cth)}(dhbq){CoIII-LS(cth)}]·(PF6)3
/ [{CoII-HS(cth)}(dhbq){CoIII-LS(cth)}]·(PF6)3


175 not reported 647.1–676.4 41


[{CoIII-LS(tpa)}(dhbq){CoIII-LS(tpa)}]·(PF6)3
/ [{CoII-HS(tpa)}(dhbq){CoIII-LS(tpa)}]·(PF6)3


Tcv ) 310
TcV ) 297


not reported 532 13


[(phen)CoIII-LS-µ-(Cat-Ph-SQ)]n
/ [(phen)CoII-HS-µ-(SQ-Ph-SQ)]n


305 3.1 × 105 s at 9 K
1.5 × 105 s at 20 K


658 42


a Excitation wavelength for reverse valence tautomerism. Tc, transition temperature; Tcv, transition temperature on the warming mode;
TcV, transition temperature on the cooling mode.


FIGURE 3. Magnetic properties of [CoII-HS(3,5-dbsq)2(tmeda)] before
(O) and after (b) irradiation. (Inset) Reversible changes in the
magnetization at 5 K. The notations, hν and ∆, represent illumination
at 5 K and thermal treatment at 60 K, respectively. Reprinted from
ref 37, Copyright 2002, with permission from Elsevier.


FIGURE 4. µeff versus T plots of [CoII-HS(3,5-dbsq)2(phen)]·C6H5Cl
before (b) and after (O) illumination. Reprinted from ref 33, Copyright
2004, with permission from Elsevier.
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respectively. This means that the [CoII-HS(3,5-dbsq)2-
(phen)]·(C6H5Cl) state was created by light. The photo-
process can be expressed as [CoIII-LS(3,5-dbcat)(3,5-
dbsq)(phen)]·(C6H5Cl)f [CoII-HS(3,5-dbsq)2(phen)]·(C6H5Cl).


Similarly, [CoIII-LS(3,5-dbcat)(3,5-dbsq)(phen)]·(C6H5-
CH3),38,40 [CoIII-LS(3,6-dbcat)(3,6-dbsq)(tmpda)],35 and
[CoIII-LS(3,5-dbcat)(3,5-dbsq)(dpa)]34 exhibited photo-
induced valence tautomerism, where 3,6-dbcat, 3,6-dbsq,
tmpda, and dpa are 3,6-di-tert-butyl-1,2-catecholate, 3,6-
di-tert-butyl-1,2-semiquinonate, N,N,N′,N′-tetramethyl-
propylenediamine, and 2, 2′-dipyridylamine, respectively.


3.2. Structure of the Photo-induced Metastable State.
As described above, some Co complexes can exhibit
photo-induced valence tautomerism. An important char-
acteristic of this phenomenon is that the conversion
fraction of the metastable state is quite small (Figures 3
and 4). One possible explanation is that the photo-induced
metastable state is a new electronic state that is different
from the high-temperature phase. Indeed, Roux et al. have
discussed the possibility that the thermally induced
valence tautomeric conversion of [CoIII-LS(3,5-dbcat)(3,5-
dbsq)(phen)]·(C6H5CH3) / [CoII-HS(3,5-dbsq)2(phen)]·
(C6H5CH3) occurs in two steps, in which the intermediate
state is [CoII-LS(3,5-dbsq)2(phen)],44 although they finally
concluded that their extended X-ray absorption fine
structure (EXAFS) data are more in accordance with a one-
step mechanism for the thermally induced conversion.
Hence, to investigate the structure of the photo-induced
metastable state more carefully, we studied the X-ray
absorption spectra of the Co compounds.39


The Co K-edge X-ray absorption near-edge structure
(XANES) spectra are shown in Figure 5. The XANES spectra
were measured using the fluorescence-yield mode.39 As


shown in the figure, the spectrum after irradiation at 11
K is different from those measured at 300 and 11 K.
However, assuming that the metastable state is composed
of 35% of the high-temperature phase and 65% of the low-
temperature phase, the spectra could be simulated very
well by using the spectra at 300 and 11 K. The simulated
data are shown by the dashed line in Figure 5. As shown
in the figure, the simulated line fits almost perfectly with
the data that was obtained experimentally. This means
that the photo-induced metastable state is essentially
identical to the high-temperature phase, [CoII-HS(3,5-
dbsq)2(phen)]·(C6H5CH3). This is consistent with the
results obtained from IR and UV–vis absorption spectra.


Hence, it is believed that the strong opacity of the
sample might prevent the penetration of light in the bulk
phase, which results in the small change of the magne-
tization after irradiation. Indeed, Carbonera et al. studied
reflection spectra in a SQUID magnetometer, and they
clearly showed that an almost quantitative photo-induced
interconversion occurs at low temperature at the surface.41


Furthermore, the LMCT band of the ground state overlaps
with the MLCT band of the metastable state. Hence, as a
result of the realization of the photostationary state, the
value of the magnetization cannot increase to match that
of the high-temperature phase. Because of these two
factors, the changes observed in the magnetization are
smaller than expected.


3.3. Relaxation from the Photo-induced Metastable
State to the Ground State via a Tunneling Process. As
described above, the electronic structure of the photo-
induced metastable state is almost identical to that of the
high-temperature phase. This means that the ligand–metal
bond length between the Co and ligand (O or N) is
elongated by an average of ca. 0.18 Å after irradiation. This
is explained by the work of Adams et al., who reported
that the change in the ligand–metal bond length between
[CoIII-LS(3,5-dbcat)(3,5-dbsq)(phen)]·(C6H5CH3) and
[CoII-HS(3,5-dbsq)2(phen)]·(C6H5CH3) is ca. 0.18 Å.32 Note
that the ligand–metal bond length of the CoII-HS state is
generally longer than that of CoIII-LS by 0.18–0.22 Å.32


It has been reported that large changes in the ligand–
metal bond length play a key role in trapping the photo-
induced metastable state of spin-crossover complexes.29,30


Hence, the change in the ligand–metal bond length
between the metastable and ground states might be key
to the observation of the long-lived metastable state in
Co valence tautomeric compounds. That is, a large change
in the ligand–metal bond length prevents the fast relax-
ation from CoII-HS to CoIII-LS via tunneling effects, allowing
for the observation of the long-lived photo-induced
metastable state.


Figure 6 shows the temperature dependence of the
relaxation rate of [CoII-HS(3,5-dbsq)2(phen)]·(C6H5Cl) as
measured by Cui et al.33 As shown in the figure, the
ln[kVT(T)] versus 1/T plot follows a straight line at tem-
peratures higher than 25 K, indicating that the relaxation
process is a typical, thermally activated one. Note that
kVT(T) is the rate constant for valence tautomeric relax-
ation at a given temperature T. However, when the


FIGURE 5. Co K-edge XANES spectra taken in fluorescence-yield
mode. They are measured at (a) 300 K, (b) 11 K, (c) during visible-
light irradiation at 11 K, (d) and after annealing of the irradiated
sample to 100 K. A simulated spectrum obtained by the superposition
of the 300 and 11 K spectra with a ratio of 0.65:0.35 is represented
by the dashed line in c. Reprinted from ref 39, Copyright 2001, with
permission from Elsevier.
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temperature is decreased further, the line deviates from
the original straight line and finally gives a line with a
nearly 0 slope. This means that slow back electron transfer
is induced via a tunneling process.


As described above, transient photo-induced valence
tautomerism was first reported more than 10 years
ago.31,32 However, those measurements were performed
above 110 K.32 Hence, the tunneling region has not been
detected, although the deviation from the straight line in
the ln[kVT(T)] versus 1/T plot has been observed. In
contrast, because we measured photo-effects at low
temperature and because a large change in the ligand–
metal bond length is induced in the case of Co valence
tautomeric compounds, we could successfully observe
temperature-independent relaxation because of tunneling
effects for the first time. The trapping of the metastable
state and the relaxation via tunneling are very similar to
those attributed to LIESST effects.27,29,30


3.4. Photo-induced Valence Tautomerism from the
Metastable State to the Ground State by Near-IR Light.
Back electron transfer of the metastable state is not only
induced by thermal treatment (heating samples up to the
relaxation temperature) but also by photo-irradiation.36


To induce this reverse valence tautomerism by light, the
metastable compound, [CoII-HS(3,5-dbsq)2(tmeda)], was
excited by a diode laser that emitted 830 nm light. This is


because the metastable state has a CT band from CoII-HS


to semiquinone at around 800 nm.32 If reverse valence
tautomerism can be induced, the magnetization value
after illumination should decrease, and indeed, the mag-
netization value decreased from ca. 2.3 to 2.2 µB. This
means that back electron transfer from CoII-HS to semi-
quinone was induced in the metastable Co compound.
This reversible change in magnetization could be observed
repeatedly and was confirmed by the UV–vis and IR
spectra. However, it was noted that the magnetization did
not completely recover its original value. This is because
the CT bands from ligand–metal and metal–ligand overlap,
leading to the realization of a photostationary state when
excited by visible and near-IR light. This is consistent with
the description in the last part of section 3.2; i.e., the
magnetization value never reaches that of the high-
temperature phase because of the formation of the
photostationary state. Note that, when the metastable Co
compound, [CoII-HS(3,5-dbsq)2(phen)]·(C6H5CH3), is ex-
cited by 1100 nm light, the observed decrease in the
magnetization value is larger than it is when it is excited
by 830 nm light. This is because the 1100 nm light overlaps
less with the LMCT band of [CoIII-LS(3,5-dbcat)(3,5-
dbsq)(phen)]·(C6H5CH3) when compared with 830 nm
light.


Photo-irradiation effects were also studied for meta-
stable [CoII-HS(3,5-dbsq)2(phen)]·(C6H5Cl).33 As described
above, the value of the magnetization could be increased
from 1.7 to 2.7 µB by irradiation with 532 nm light. On
the other hand, when the metastable compound was
excited by 830 nm light, a decrease in the magnetization
from 2.7 to 2.3 µB was induced. This means that the
transformation from the metastable state to the ground
state, [CoII-HS(3,5-dbsq)2(phen)]·(C6H5Cl) f [CoIII-LS(3,5-
dbcat)(3,5-dbsq)(phen)]·(C6H5Cl), could be induced by 832
nm light. Hence, it can be concluded that this compound
is a photoreversible one.


Furthermore, we have reported that a similar reverse
valence tautomerism can be induced for the metastable
Co compound, [CoII-HS(3,5-dbsq)2(dpa)].34


4. Photo-induced Valence Tautomerism in
Dinuclear Compounds
Recently, several di- and polynuclear Co valence tauto-
meric compounds have been reported.13,41,42,45,46 The di-
and polynuclear valence tautomeric compounds have the
potential to show multistable character, which is essential
for applications involving memory and switching devices.
Furthermore, it is expected that the interactions between
Co ions in a molecule may lead to the production of novel
properties because of synergistic effects. Hence, studies
of the magnetic and optical properties of di- and poly-
nuclear Co valence tautomeric systems have attracted
great attention recently.


Carbonera et al. have succeeded in preparing a di-
nuclear Co compound that exhibits both thermally and
photo-induced valence tautomerism.41 Their compound
is known as [{CoIII-LS(cth)}(dhbq)3-{CoIII-LS(cth)}]·(PF6)3,


FIGURE 6. Relaxation rate from [CoII-HS(3,5-dbsq)2(phen)]·(C6H5Cl) to
[CoIII-LS(3,5-dbcat)(3,5-dbsq)(phen)]·(C6H5Cl) plotted as ln[kVT(T)] versus
1/T. The ln[kVT(T)] versus 1/T plot shows that the relaxation at low
temperature proceeds via a tunneling process. (Inset) Potential
energy diagram for the above Co valence tautomeric compound.
Reprinted from ref 33, Copyright 2004, with permission from Elsevier.
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where cth and dhbq are D,L-5,7,7,12,14,14-hexamethyl-
1,4,8,11-tetraazacyclotetradecane and 2,5-dihydroxy-1,4-
benzoquinone, respectively. The transition temperature
is ca. 175 K. When this compound was excited with
647.1–676.4 nm light, the following valence tautomerism
could be induced: [{CoIII-LS(cth)}(dhbq)3-{CoIII-LS(cth)}]·
(PF6)3 f [{CoIII-LS(cth)}(dhbq)2-{CoII-HS(cth)}]·(PF6)3.


On the other hand, we synthesized a family of novel
dinuclear Co compounds by using tpa [tpa ) tris(2-
pyridylmethyl)amine] ligands instead of cth.13 The com-
plexes that we produced can take three different oxidation
states. These are [{CoII-HS(tpa)}(dhbq)2-{CoII-HS(tpa)}]·
(PF6)2 (1), [{CoIII-LS(tpa)}(dhbq)3-{CoIII-LS(tpa)}]·(PF6)3 (2),
and [{(CoIII-LS(tpa))(dhbq)2-{CoIII-LS(tpa)}]·(PF6)4 (3). Their
chemical structures are shown in Figure 7. The presence
of the (dhbq)3- radical in 2 was confirmed by electron
spin resonance (ESR) signals. Furthermore, we have
succeeded in determining the crystal structures of all of
these compounds. The crystal structure of [{CoIII-LS(tpa)}-
(dhbq)3-{CoIII-LS(tpa)}]·(PF6)3 is shown in Figure 8.


The magnetic properties of the Co complex show that
1 is a paramagnetic compound with �MT ) 4.81 cm3 K
mol-1, while 3 is a diamagnetic compound. Furthermore,
2 exhibited thermally induced valence tautomerism (Fig-
ure 9). An important characteristic of this system is that
hysteresis was observed at around room temperature. As
shown in the figure, an abrupt increase was observed at
around 310 K upon warming. The high-temperature phase
was [{CoIII-LS(tpa)}(dhbq)2-{CoII-HS(tpa)}]·(PF6)3. On the


other hand, the �MT value decreased sharply at 297 K. The
width of the thermal hysteresis loop was 13 K. As shown
in Figure 7, the entropy-driven valence tautomerism can
be expressed as [{CoIII-LS(tpa)}(dhbq)3-{CoIII-LS(tpa)}]·
(PF6)3 / [{CoIII-LS(tpa)}(dhbq)2-{CoII-HS(tpa)}]·(PF6)3


The presence of such a hysteresis loop suggests that
strong intermolecular interactions operate in the crys-
tals.29,47 Indeed, careful investigation of the crystal struc-
ture shows that the cationic 2 species are assembled by
an off-set π· · ·π interaction of the pyridine rings of the


FIGURE 7. Chemical structures of dinuclear Co compounds synthesized by our group (Tao et al.).13 The synthesized Co compounds have
different oxidation states, i.e., [{CoII-HS(tpa)}(dhbq)2-{CoII-HS(tpa)}]·(PF6)2 (1), [{CoIII-LS(tpa)}(dhbq)3-{CoIII-LS(tpa)}]·(PF6)3 (2), and [{(CoIII-LS(tpa))(dhbq)2--
{CoIII-LS(tpa)}]·(PF6)4 (3). Compound 2 exhibits thermally and photo-induced valence tautomerism, forming [{CoIII-LS(tpa)}(dhbq)2-{CoII-HS(tpa)}]·(PF6)3.


FIGURE 8. Structure of the dinuclear Co compound,
[{CoIII-LS(tpa)}(dhbq)3-{CoIII-LS(tpa)}]·(PF6)3.


13
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terminal tpas and an edge-to-face interaction between the
terminal tpa pyridine rings and the dhbq benzene rings.
We believe that these interactions play an important role
in creating molecular compounds that exhibit a hysteresis
loop.


Another important point is that the transition occurs
in two steps. The �MT value at around 305 K is ca. 1.2 cm3


K mol-1, which is close to half of the �MT value for 100%
[{CoIII-LS(tpa)}(dhbq)2-{CoII-HS(tpa)}]·(PF6)3. This is an in-
triguing phenomenon, but the mechanism has not been
clarified as of yet. Note that some of the Fe spin-crossover
complexes also show a two-step transition. In some cases,
this can be explained by the presence of antiferromag-
netic-type short-range interactions.48 Hence, to explain
the two-step behavior described above, we may have to
consider the competition between antiferromagnetic-type
short-rangeinteractionsandferromagnetic-typeinteractions.


Furthermore, we have also investigated the effect of
light on this compound. There are CT absorption bands
around the visible region, and hence the photo-effects
were investigated using 532 nm light. When it was
irradiated at 5 K for 30 min, the magnetic moment
increased abruptly. This suggests that CT from dhbq to
CoIII-LS was induced by light. The induction of the CT was
confirmed by the IR spectra. After photo-irradiation, a
mixed valence state was created via the following photo-


process: [{CoIII-LS(tpa)}(dhbq)3-{CoIII-LS(tpa)}]·(PF6)3 f


[{CoIII-LS(tpa)}(dhbq)2-{CoII-HS(tpa)}]·(PF6)3.


As already mentioned, the challenging issues in this
field are the preparation of valence tautomeric com-
pounds that exhibit photo-induced valence tautomerism
and feature large hysteresis. We have therefore succeeded
in preparing such a Co complex for the first time, although
its magnetic properties are still a long way from being
suitable for practical applications.


Furthermore, just recently, a photoresponsive poly-
nuclear Co valence tautomeric compound with dioxolene
ligand 3,5-bis(3′,4′-dihydroxy-5′-tert-butylphenyl)-1-tert-
butylbenzene was reported by Beni et al.42 Although it is
not our work, their findings will now be introduced briefly.
Their compound is [(phen)CoIII-LS-µ-(Cat-Ph-SQ)-]n. The
transition temperature of the valence tautomerism, [(phen)-
CoIII-LS-µ-(Cat-Ph-SQ)-]n / [(phen)CoII-HS-µ-(SQ-Ph-SQ)-]n,
is ca. 305 K. When this compound is excited by 658 nm
light, the following photoreaction is induced: [(phen)-
CoIII-LS-µ-(Cat-Ph-SQ)-]nf [(phen)CoII-HS-µ-(SQ-Ph-SQ)-]n.


The relaxation behavior is similar to the mononuclear
Co compound ([CoII-HS(3,5-dbsq)2(phen)]·(C6H5Cl)) de-
scribed above. That is, the temperature dependence of the
relaxation rate suggests a typical, thermally activated
process at temperatures higher than 30 K. On the other
hand, relaxation that was basically temperature-indepen-
dent was observed at temperatures lower than 20 K. This
means that relaxation at low temperatures (9–20 K) occurs
via a tunneling process.


These results show that the dynamic behavior, i.e.,
photo-induced valence tautomerism and relaxation via
tunneling at low temperatures, of polynuclear Co valence
tautomeric compounds is basically consistent with that
of the mononuclear Co compounds.


5. Concluding Remarks
We have reported that some valence tautomeric com-
pounds can exhibit photo-induced valence tautomer-
ism. That is, when a Co valence tautomeric compound
is excited by 532 nm light, LMCT is induced and the
metastable CoII-HS state can be trapped at low temper-
atures. The metastable state is essentially equivalent to
the high-temperature phase. The relaxation of the
photo-induced CoII-HS state is thermally activated at
high temperatures. However, it relaxes back to its
original state via a temperature-independent tunneling
process at low temperatures. Furthermore, it was found
that back electron transfer can be induced by exciting
the metal–ligand CT band. These observations show that
this Co valence tautomeric compound exhibits intrigu-
ing photomagnetic properties, in common with FeII and
FeIII LIESST complexes and Prussian blue ana-
logues.15,27,28


Note that almost all of the compounds that we
studied exhibited photo-induced valence tautomerism.
This suggests that the observed photo-induced magne-
tization is not an anomalous phenomenon but rather
is a general property of Co valence tautomeric com-


FIGURE 9. Magnetic properties of the dinuclear Co compound,
[{CoIII-LS(tpa)}(dhbq)3-{CoIII-LS(tpa)}]·(PF6)3. The valence tautomeric
transition observed at around 300 K exhibits a hysteresis loop.13
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pounds. Hence, we believe that there is a strong
possibility that photomagnetization effects will be
observed in other valence tautomeric compounds.
Furthermore, the lifetime of the photo-induced meta-
stable state in this case seems to be a little bit short
compared with that of FeII and FeIII LIESST complexes.
However, this is not a general feature of valence
tautomeric compounds, because Beni et al. have re-
cently reported that [(phen)CoII-HS-µ-(SQ-Ph-SQ)-]n


exhibits quite a long lifetime, as in the case of the
LIESST compounds.42 Hence, we believe that Co valence
tautomeric compounds have the potential for use in
future photoswitching and memory devices. Further-
more, we believe that the Co compounds are ideal
materials to study photo-induced electron-transfer
processes, which are key processes in many biological
systems.
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ABSTRACT
Free-radical chemistry has come a long way in a relatively short
period of time. The synthetic practitioner takes for granted the
wealth of mechanistic and rate constant data now available and
can apply free-radical techniques to the synthesis of many different
classes of target molecule with confidence. Despite this, there are
still mechanistic anomalies that need to be addressed. This Account
highlights recent work involving nucleophilic radicals with low-
lying unoccupied orbitals, such as acyl, oxyacyl, silyl, stannyl, and
germyl radicals. Through interesting singly occupied molecular
orbital (SOMO)–π* and highest occupied molecular orbital (HO-
MO)–lowest unoccupied molecular orbital (LUMO) interactions
during these reactions, the radicals involved are able to mask as
electrophiles, providing high levels of regiocontrol and efficient
methods for the synthesis of important heterocycles.


Introduction
Through important contributions from international re-
searchers over the last two decades, radical chemistry has
now gained the position it deserves among the key
methodologies for organic synthesis.1 As a result of this,
special attention has been given to the potential that
radical cyclization processes have for many useful tandem
processes.2 The propensity for 5-hexenyl radicals to
undergo selective 5-exo cyclizations in preference to the


corresponding 6-endo mode is a resource that many
organic chemists have capitalized on, especially during
the synthesis of carbocyclic and heterocyclic compounds
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(Figure 1).3 In search of a new strategy for the preparation
of nitrogen heterocycles, radical cyclizations onto imine
NdC double bonds were investigated by several research-
ers. Bowman and his coworkers are the pioneers in this
area and the first to report that alkyl radicals also undergo
5-exo/6-endo-type cyclizations onto imine NdC bonds,
but these reactions give rise to a mixture of pyrolidines
and piperidines (eq 2, Figure 1).4 The result is in stark
contrast with the selective 5-exo cyclization mode of the
5-hexenyl radical, for which a Beckwith–Houk model
involving a cyclohexane-chair-like transition state oper-
ates.2,5 The lack of 5-exo selectivity in cyclizations onto
imine π-systems has been rationalized by a mismatch
between the nucleophilic alkyl radicals and the electron-
rich nitrogen of the imine.


With a few exceptions involving double substitution at
the imine carbon that effectively promote exclusive 5-exo
cyclization onto the imine nitrogen,6 aryl, and vinyl
radicals cyclize onto the imine NdC bond in 5-azahexenyl-
type systems in highly selective 6-endo reactions onto the
carbon atom of this π-system (eq 3, Figure 2).7,8 This is
again in contrast with vinyl radical cyclizations onto CdC
double bonds, in which 5-exo cyclization is kinetically
favored.9


Recently, some of us have been interested in the
development of useful carbonylation methods based on


radical chemistry10 and asked ourselves the following
question: How would acyl radicals behave towards internal
NdC double bonds? Acyl radicals have been recognized
as nucleophilic radicals together with alkyl, vinyl, and aryl
radicals.11 As for cyclization, the kinetically preferred 5-exo
mode in 5-exo/6-endo cyclizations onto CdC double
bonds is a common feature for both acyl and vinyl
radicals, and the cyclized five-membered ring radicals
exhibit similar isomerization behavior to the thermody-
namically more stable six-membered ring radicals.12


Intriguingly, however, this was not the case for cycliza-
tion onto imine NdC double bonds. We found that the
cyclization of acyl radicals towards imine NdC double
bonds in 5-azahexenoyl systems preferred five-membered
ring formation with attack at the more electronegative
nitrogen atom (eq 4, Figure 2).


Why do “nucleophilic” acyl radicals act in an “electro-
philic” manner in their cyclizations onto NdC double
bonds? Do these reactions involve ionic chemistry of the
imine nitrogen onto the acyl carbon of the radical? With
interest in the chemistry of acyl and related radicals, these
were questions that inspired further investigation by our
research groups in Osaka and Melbourne. This collabora-
tion was initially launched to provide further insight into
the mechanistic details of the seemingly perplexing reac-
tion modes observed for acyl radicals. During this work,
we discovered new radical chemistry that involves mul-
ticomponent orbital interactions that seems to be uni-
versally applicable to radicals that have low-lying unoc-
cupied orbitals. In this Account, we begin by demonstrat-
ing the wide scope of N-philic acyl radical cyclizations and
show that this chemistry provides a powerful method for
the synthesis of lactams. Following from this, we discuss
how ab initio and density functional molecular orbital
techniques have helped in our understanding of the
unusual selectivity of acyl radicals, discussed above, and
go on to show that similar to the dimerization chemistry
of singlet carbenes,13 this selectivity is largely controlled
by simultaneous singly occupied molecular orbital (SO-
MO)–(imine)π* and highest occupied molecular orbital
(HOMO)–(acyl)π* interactions. Lastly, we will show that
the concept of “dual orbital interactions” is common
among radicals that are able to masquerade as electro-
philes, such as those involving group 14 heteroatoms, and
conclude that the radical center in a molecule may not
necessarily be the most reactive component of that
molecule.


Nitrogen-Philic Cyclizations of Acyl Radicals
onto NdC π-Systems
As mentioned briefly above, acyl radical cyclizations onto
NdC double bonds proceed with strong 5-exo selectivity.
Figure 3 summarizes some results of carbonylation/
annulation chemistry involving iminoalkyl radicals, in
which the starting imines are obtained either from bromo-
or phenylseleno-substituted alkylamines by condensation
with aldehydes and ketones.14 For example, the reaction
of 3-bromopropylimine 1 with 80 atm of CO was carried


FIGURE 1. Preferred modes of 5-exo/6-endo alkyl radical cyclizations
onto CdC and NdC double bonds.


FIGURE 2. Preferred modes of 5-exo/6-endo vinyl and acyl radical
cyclizations onto imines.
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out in the presence of tributyltin hydride and a catalytic
amount of 2,2′-azobisisobutyronitrile (AIBN) using an
autoclave. The 5-exo product, 2-pyrrolidinone, 2 was
obtained in 81% yield. No 3-piperidinone was detected
in the reaction mixture. Both aldimines and ketimines are
useful. This carbonylation/cyclization protocol can be
successfully applied to the synthesis of 2-piperidinone, in
which 6-exo cyclization onto nitrogen occurs. It should
be noted that nitrogen-containing acyl radical precursors
appear to be difficult to prepare, since there is a real
possibility that the nucleophilic nitrogen will react with
the carbonyl carbon. In contrast, the present carbonyla-
tion reaction system has the advantage that it allows for
the in situ generation of the key acyl radicals.


How about the alternative regiochemistry; can we effect
cyclization onto the carbon end of NdC π-systems? For
the imines, we found that acyl radical ring closures
proceed selectively in the 6-endo manner onto the nitro-
gen end of the imine π-system, irrespective of the orienta-
tion of the double bond, to give the corresponding
δ-lactam radical, despite an alternative 5-exo cyclization
pathway being available (Figure 4).16 However, for hydra-
zones, Fallis and Brinza demonstrated that acyl radical
cyclization proceeds in the 5-exo manner onto the carbon
atom of the NdC π-system to give R-hydrazide-substituted
cyclopentanones in good yield.15


When the imine 4, prepared from 4-phenylselenobu-
tanal and 3-aminopentane, was reacted with carbon
monoxide in the presence of tributyltin hydride and AIBN,
the 2-piperidinone 5 was obtained in 81% yield (Figure
5). This carbonylation–6-endo cyclization sequence was
also successfully applied to the cyclization onto the CdN


double bond in oxazoline 6. The product 7 (Figure 5),
serves as key intermediate for the synthesis of
(–)-coniine.17


These nitrogen-philic cyclization reactions have been
extended by us to include R,�-unsaturated acyl radicals.
Carbonylation of vinyl radicals gives R,�-unsaturated acyl
radicals, which exist in equilibrium with R-ketenyl radicals
as predicted by computational studies.18,19 These same
MO calculations also predict the rapid interconversion of
geometrical isomers. With this in mind, we examined the
radical carbonylation of alkynyl imines, using radical
mediators such as tributyltin hydride, tris(trimethylsilyl)-
silane (TTMSS), and hexanethiol, in which heteroatom


FIGURE 3. N-philic acyl radical cyclization onto imine NdC double bonds.


FIGURE 4. Possible cyclization modes and preferred modes for acyl
radical cyclizations onto some NdC π-systems.
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radicals add to carbon–carbon triple bonds to generate
the precursor vinyl radicals in a convenient manner. For
example, the reaction of 4-aza-2-methyl-3,8-nonenyne 8
with tributyltin hydride in the presence of AIBN resulted
in the formation of the 3-(tributylstannyl)methylenepip-
eridine via a 6-endo process as a sole cyclization product.
In contrast, when the reaction is repeated in the presence
of carbon monoxide, the corresponding piperidinone 9
was obtained in 75% yield. This suggests that the 5 + 1
annulation sequence comprising carbonylation plus 6-exo
cyclization is much faster than 6-endo cyclization of the
vinyl radical onto the carbon end of the NdC double
bond. (Figure 6).20


The stannylcarbonylation/N-philic acyl radical cy-
clization sequence of azaenynes has a remarkably large
scope that covers 4-exo, 5-exo, 6-exo, 7-exo, and even
8-exo cyclizations.20 Accordingly, a variety of lactams
of varying ring size was prepared by the protocol (Figure
7). Tris(trimethylsilyl)silane (TTMSS) and hexanethiol
can mediate similar annulation sequences involving
azaenynes.21 Generally, the tributyltin group tends to
be disposed syn to the carbonyl group in the product
lactam, whereas (TMS)3Si and alkylthio group are
disposed anti. MO calculations suggest that favorable
coordinative interactions between the tin atom and the
carbonyl oxygen in the cyclization transition state may
be responsible for this observation, as depicted in Figure
8.21 A similar interaction between silicon and the
carbonyl group is also possible; however, the bulky
(TMS)3Si group almost certainly prefers to adopt an anti
disposition for steric reasons.


We next examined the carbonylation of alkynyl imines
derived from alkynyl ketones and aldehydes using tribut-
yltin hydride and AIBN. The outcomes, after the reaction
mixture was treated with TMSCl and MeOH to remove


the tributyltin group, are displayed in Figure 9.16 As in the
case of the simple acyl radical (Figure 4), the cyclization
of R,�-unsaturated acyl radicals proceeded with 6-endo
selectivity. As a result, a series of R-methylene δ-lactams
could be prepared. When the alkenyl iodide 10 was used
as a vinyl radical precursor, a δ-lactam containing a CdC
double bond in the ring was obtained. The 5 + 1
annulationreactionalsoworkswell foraldimines,ketimines,
and oxazolines.


The Orbital Origin of Cyclization Selectivity
As discussed above, the ring-closure chemistry of acyl
radicals with imines demonstrates remarkable N-selectiv-
ity. A simple model to rationalize this outcome is shown
in the upper portion of Figure 10 which uses the 5-aza-
hexenoyl radical as an example. It would seem reasonable
to suggest that favorable matching of polarities between
the carbonyl (acyl) carbon and the nitrogen of the imine
in the cyclization transition state is responsible for the
preferential formation of the pyrrolidinone product in the
example given.


However, molecular orbital calculations reveal that the
geometry of the transition state involved in the N-philic
ring closure is not optimum for efficient SOMO–LUMO
overlap (Figure 11, top), and we became suspicious that
the reacting units were perhaps not interacting in a free-
radical manner at all.22 Accordingly, we initially proposed
that this chemistry involves nucleophilic attack of the
imine nitrogen at the acyl carbon as shown in the lower
portion of Figure 10.22 This explanation turned out to only
be partially correct.


Since this initial proposal, it became clear to us that
not only was the geometry of the transition state
unusual but so also was the motion associated with the
transition state imaginary frequency (transition state
vector). When animated, the acyl carbon appears to
swing above the imine nitrogen during bond formation,
as indicated by the motion arrows in Figure 11 (bot-
tom).23 These unusual observations prompted us to
investigate further the homolytic addition chemistry of
acyl radicals in general.


The transition states for attack of acetyl radical at the
nitrogen (11) and carbon (12) ends of methanimine are
displayed in Figure 12, along with motion arrows for the
transition state vector.23 The “rocking and rolling motion”
(see supporting information associated with ref 23 for AVI
animations of the transition state motion vectors for 11
and 12) observed during the cyclization of the 5-azahex-
enoyl radical is clearly evident in the analogous intermo-
lecular transition state (11). On the other hand, attack at
the carbon end of the imine (12) appears to involve a more
“traditional” transition state for homolytic addition to a
π-system. It is also interesting to note that in the absence
of steric and ring-strain constraints, acyl radicals have a
slight preference for attack at the carbon end of the imine
π-system, with CCSD(T)/aug-cc-pVDZ calculated energies
of 19.2 and 23.0 kJ mol-1 for attack at the C and N ends,
respectively.


FIGURE 5. N-philic acyl radical cyclization onto imine and oxazoline
NdC double bonds.
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Visualization of the Kohn–Sham orbitals generated at
the BHandHLYP/6-311G** level of theory reveals the origin
of this unusual transition state motion. Not unexpectedly,
the transition state “SOMO” (Figure 13, top) comprises
interaction of the unpaired electron in the acetyl radical
with the imine π* orbital. Somewhat surprisingly however,
of similar energy is a second orbital interaction comprising
interaction of the nitrogen lone pair with the acetyl radical
π* orbital (Figure 13, center).


Natural bond orbital (NBO) analysis at the BHandH-
LYP/6-311G** level of theory reveals that the SOMO–π*


overlap depicted in this system is worth about 67 kJ mol-1,
with the LP–π* interaction worth some 125 kJ mol-1.
Clearly then, these calculations suggest that the nucleo-
philic character of the imine dominates over the radical
interaction in this example.


When these same computational techniques are ap-
plied to the detailed analysis of ring-closure transition
states, a more satisfying rationale for N-philic cyclizations
involving acyl radicals is arrived at: the “dual-orbital
mechanism” appears to allow for excellent alignment of
orbitals as depicted in Figure 14. At the highest level of
theory used in this study (CCSD(T)/cc-pVDZ//BHandH-
LYP/cc-pVDZ), energy barriers of 36.1 and 47.0 kJ mol-1


are calculated for the N- and C-philic reactions respec-
tively.24 It is interesting to note that the LP–π* interaction,
once again, dominates in the ring-closure transition state.


Interestingly, selectivity during ring closure of the
isomeric 6-azahexenoyl radicals depends on the geometry
of the imine double bond, with the (Z)-isomer (13)
predicted to have a profound preference for attack at the
carbon end of the imine.24 As can be seen in Figure 15,
the transition state for intramolecular attack at the imine
nitrogen in 13 derives no stabilization from LP–π* interac-
tions due to unfavorable steric interactions.


Having arrived at a satisfactory explanation for acyl
radical ring-closure chemistry, an explanation in which
the acyl radical masquerades as an electrophile in order
to derive maximum stabilization in the transition state
involved in this chemistry, we next sought to discover
other systems in which the radical involved might also


FIGURE 6. N-philic cyclization of R,�-unsaturated acyl radicals onto imine NdC double bonds.


FIGURE 7. 4-Exo, 5-exo, 6-exo, 7-exo, and 8-exo cyclization of R,�-
unsaturated acyl radicals onto imine NdC double bonds.


FIGURE 8. Optimized structure of a model stannylated lactam (B3LYP/
DZP).
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act in this manner. Recent work has discovered similar
“dual-orbital” interactions in reactions involving acyl and
oxyacyl radicals with hydrazones and electron-rich olefins
such as enamines.25 Some examples are provided in
Figure 16.


Dual Orbital Effects in Group 14 Radical
Addition Chemistry
In seemingly unrelated work, we became interested in the
reaction of silyl radical with formaldehyde as part of a


project aimed at further exploring the self-terminating
radical chemistry developed by one of us.26 As expected
(Figure 17), radical addition to the oxygen atom in this
system is calculated to be significantly exothermic, with
an activation energy (∆E 3


q) of some 31 kJ mol-1 and
reaction energy (∆E) in excess of 120 kJ mol-1.23


We became very curious about this reaction because
of the unexpected geometry of the transition state and
the associated transition state vector.23 In particular, the
silyl radical component appears to be “leaning back” with
one of the O–Si–H angles (the attack angle θ) at about


FIGURE 9. 6-Endo cyclization of R,�-unsaturated acyl radicals onto imine and oxazoline NdC double bonds.


FIGURE 10. Rationalizing the N-selectivity during the ring closure
of the 5-azahexenoyl radical.


FIGURE 11. Calculated transition state for the ring closure of the
5-azahexenoyl radical: primary orbital alignment (top) and transition
state motion vectors (bottom).
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145°, with the remaining angles at about 90°. When
animated, the transition state appears to “dance” in a
similar fashion to that described previously for the reac-
tions involving acyl radicals.23


NBO analysis of the transition state orbitals at the
BHandHLYP/6-311G** level reveals a similar orbital origin
for the motion experienced by this transition state to that
for the other transition states in this study (Figure 17).23


It is interesting to note that these calculations predict a
SOMO–π* interaction, as well as an interaction between


the lone pair on oxygen and the Si–H σ* orbital; the former
interaction is worth about 515 kJ mol-1, while the LP–σ*
interaction is calculated to be worth some 163 kJ
mol-1.


The magnitude of the attack angle θ is a compromise
between the two interactions described above and should
be influenced by the nucleophilicity of the radicalophile,
with θ increasing with stronger nucleophiles as the LP–σ*
interaction becomes more important. It was therefore
gratifying to see that the transition state for the reaction
of silyl radical with methanimine (CH2dNH) does indeed
have an increased attack angle (θ ) 155.9°), as well as a
reduced energy barrier for addition to the nitrogen (∆E q


) 5.7 kJ mol-1 at BHandHLYP/6-311G**).23 Similar ob-
servations have been made for analogous reactions in-
volving germyl and stannyl radicals.27


FIGURE 12. Reaction of acetyl radical with methanimine.


FIGURE 13. Kohn–Sham SOMO–π* (top) and LP–π* (center) orbitals
for the reaction of acetyl radical at the nitrogen atom in methanimine
and NBO calculated interaction energies. Alignment of orbitals for
N-philic cyclization of 5-azahexenoyl radical (bottom). BHandHLYP/
6-311G** level of theory.


FIGURE 14. Kohn–Sham SOMO–π* (top) and LP–π* (bottom) orbitals
for the reaction of for the N-philic ring closure of the 5-azahexenoyl
radical and NBO calculated interaction energies; BHandHLYP/6-
311G** level of theory.


FIGURE 15. Kohn–Sham SOMO–π* interactions (top) and nitrogen
LP (bottom) in the endo cyclization transition state for the (Z)-6-
azahexenoyl radical; BHandHLYP/6-311G** level of theory.
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Interestingly, the calculations predict that the stereo-
chemistry at the CdN double bond determines the
preferred site of Si radical attack during the cyclization
(Figure 18).28 Thus, in the case of the E configurated Si-
radical E-14, cyclization occurs with significant preference
for the 6-endo mode (∆E q (6-endo) ) 14.2 kJ mol-1 vs ∆E q


(5-exo) ) 32.8 kJ mol-1 at BHandHLYP/6-311G**), to give
the thermodynamically more favorable product 15. NBO
analysis at the BHandHLYP/6-311G** level of theory shows
that the SOMO–π* and LP–σ* interactions are of equal
importance (ca. 47 kJ mol-1).


On the other hand, interactions of the LP at nitrogen
with the σ* orbital of a Si–H bond are dramatically reduced
to ca. 5 kJ mol-1 in the Z configured imine Z-14. This
results in a serious increase of the activation barrier for
the 6-endo cyclization by ca. 24 kJ mol-1, which becomes
now kinetically slightly less favorable than the 5-exo
cyclization mode. As expected, the activation barrier for
the 5-exo cyclization onto the carbon of the imine CdN
double bond is effectively unchanged by the stereochem-
istry of the CdN bond. As a consequence of the directing
effects caused by dual-orbital interactions, cyclizations of
Si radicals onto imine NdC double bonds, as for example


in 16, occur preferably in 5-exo fashion (∆E q (6-endo) )
19.7 kJ mol-1 vs. ∆E q (5-exo) ) 12.7 kJ mol-1 at BHand-
HLYP/6-311G**). In the transition state for the 5-exo
cyclization, the contribution of the SOMO–π* interaction
is worth 70 kJ mol-1, whereas the LP–σ* interaction
accounts for 58 kJ mol-1.


The magnitude of the nucleophilic LP–σ* interaction
to the overall energy contribution is increased by electron-
donating substituents at the carbon site of the CdN
double bond, as is shown in the upper part of Figure 19.
Thus, the presence of the phenyl substituent in the imine
(E configuration) 17 leads to a dramatic reduction of the
activation barrier of the 6-endo cyclization (∆E q ) 8.3 kJ
mol-1 at BHandHLYP/6-311G**). The increased nucleo-
philicity of the imine nitrogen is reflected by a strong
LP–σ* interaction of 36 kJ mol-1, which outweighs the
SOMO–σ* interaction by nearly 50%. Compared with the
unsubstituted imine E-14 (see Figure 18), the activation
barrier for the 5-exo cyclization of 17 is higher by some 9
kJ mol-1. This difference may be attributed to an increase
in steric hindrance at the imine carbon, which is also
reflected by the significantly lower thermodynamic stabil-
ity of the cyclization product 18.


Similarly, the regioselectivity of the cyclization of Si-
centred radicals onto carbonyl groups is also influenced by
dual-orbital interactions.29 Because of the lower nucleophi-
licity of oxygen compared with nitrogen, however, the effect


FIGURE 16. Examples of “dual orbital” interactions in reactions
involving acyl and oxyacyl radicals. Energies calculated at the
BHandHLYP/6-311G** level of theory.


FIGURE 17. Reaction profile and transition state Kohn–Sham orbitals
for the reaction of silyl radical with formaldehyde.
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is less dramatic. On the other hand, an increase of the
electron density at the carbonyl oxygen by electron-donating
substituents at the carbon site of the CdO double bond,
leads to an increase of nucleophilic interaction in this radical
addition. Cyclization of the Si-centred radical 19 occurs
preferably in a 6-endo fashion, whereas the alternative 5-exo
cyclization is not only kinetically disfavored but also signifi-
cantly endothermic (lower part of Figure 19). Thus, in the
transition state for the 6-endo pathway, the LP–σ* interaction
is worth 41 kJ mol-1, which is 37% of the total interaction.
On the other hand, when the phenyl group in 19 is replaced
by hydrogen, the contribution of the LP–σ* interaction in
the 6-endo transition state reduces to only 18%. In this case,
the 5-exo cyclization is becoming the kinetically favored
pathway (data not shown).


Conclusion
A novel class of selective radical cyclization reactions onto
imine double bonds, which are useful for the preparation
of nitrogen-containing heterocycles, have been developed.
Nitrogen-containing acyl radicals are generated in situ
from the corresponding nitrogen-containing alkyl radicals
and carbon monoxide, which then undergo cyclization
onto the nitrogen atom to give lactam rings. The profound
N-selectivity observed in these reactions has been ex-
plained in terms dual SOMO–π* and LP–π* operating in
the N-cyclization transition state and not available to the
alternative regiochemistry. In many examples, the radical
center has been shown not to be the most reactive part
of the radicals undergoing reaction, and it has been shown
that nucleophilic interactions often dominate in the
transition states. This chemistry has been extended to
include other radicals that can masquerade as electro-
philes including silyl radicals that have been shown to
benefit from favorable SOMO–π* and HOMO–σ* interac-
tions. It is now possible to predict the regiochemistries
of new radical addition reactions. Provided that the
electrons involved are correctly orientated to take advan-
tage of favorable orbital interactions, cyclization reactions
involving radicals that are able to masquerade as electro-
philes, such as those described in this Account, afford
products arising from attack of the radical center at the
most nucleophilic end of an electron-rich π-system.


FIGURE 18. Examples for the role of “dual-orbital” interactions in
determining the regioselectivity of cyclizations of Si-centred radicals
onto imines (BHandHLYP/6-311G**).


FIGURE 19. Examples for the role of electron-donating substituents
on imine and carbonyl groups on the magnitude of “dual-orbital”
interactions (BHandHLYP/6-311G**).
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